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ACE Advanced Composition Explorer
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CIR corotating interaction region
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ISEE Institute for Space-Earth Environmental Research
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LISM Local Interstellar Medium
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MFPS model fitting to power spectra

MUV middle ultraviolet

NSW neutral solar wind

PUI pick-up ion

Re radius of the Earth

Ro radius of the Sun

SC solar cycle
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Abstract

The subject of this PhD dissertation is the modulation of the interstellar neatsall§N) and its
derivative populations, like energetic neutral atoms (ENAs) and picionp (PUISs), inside the he-
liosphere due to the solar activity cycléexts. The Sun emits into the space a supersonic flow of
particles and a flux of extreme ultraviolet (EUV) radiation that both createrficonment in the So-
lar System and in the Local Interstellar Cloud in which the Sun is embeddexressilt of interaction
of the solar plasma with the interstellar plasma a cavity around the Sun, calleelibsphere, is cre-
ated. The neutral component of the local interstellar medium (LISM) ctar &eely the heliosphere
and can be detected in the vicinity of the Sun, bringing information about §ysqath processes at the
edges of the heliosphere. The ISN gas interacts with the solar wind padidesolar EUV radiation
inside the heliosphere being finally ionized and thus creates new populatioelkospheric particles,
like PUIs that are picked-up by the ambient magnetic field. Also ENAs thatraeted at the edges of
the heliosphere and which enter the heliosphere are ionized by the sitasfa he ionization can be
due to the charge exchange, photoionization, or electron impact ionizatdchans. The solar wind
and the solar EUV radiation varies in time with the cycle of solar activity. In thisish&e studied the
modulation of the solar ionization factors in time and in heliolatitude andffieeteof this modulation
on the observations of the ISN gas, ENAs, and interstellar PUlIs olak&om the Earth’s orbit. We
developed a model to reconstruct the variation in time of the heliolatitudinaltgteuof the solar
wind proton speed and density based on the available and carefully defeetsurements in and
out of the ecliptic plane. We constructed a composite photoionization rate masiedl on available
measurements of the EUV flux and carefully selected series of the EUNEgrdXe used these mod-
els to calculate the ionization rates for the H, He, Ne, and O species andess aggheir survival
probabilities in the heliosphere. The models were next employed to study niséydef the inter-
stellar species as expected at the Earth’s orbit, to determine fieN&He, and N¢gO abundances,
to simulate the PUI production rate and count rate time series, and to calculatertbetions for
ionization losses for the full sky maps of H ENA flux observed by IBEX. 3edied the evolution of
He, Ne, and O PUI count rate along Earth’s orbit during the solar cyadd@und diferences in their
evolution among the species. We concluded that the solar cycle variationdeniséy of the parent
ISN species and in the ionization rates may cause a systematic shift in the femtiatirof the ISN
gas in the heliosphere derived from the analysis PUlI measurementstékeed an existing software
to model hypothetical departures of the distribution function of ISN He gsihISM from thermal
equilibrium in order to study resulting signatures of these departures irStieHe flux observed
by the IBEX mission. We compared the results with the observations and dexlcthat the signal
simulated for two dierent populations with the Maxwellian distribution function reproduces tke da
better than the kappa distribution function. We identified regions in the skyewthe signatures from
the signal given by the kappa distribution should be visible. The resultsadttidy show that the
modulation of the ionization factors inside the heliosphere due to solar actistgrifficant for the
modeling of the ISN gas and its heliospheric particle populations and for thectinterpretation of
the observations.
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Streszczenie

Heliosfera powstaje w wyniku oddziatywania materii pochodzacej zé@cgdt@ otaczajaca Shoe
lokalna materia miedzygwiazdowa. Oddziatywanie to ksztattowanecgstiowo przez korpusku-
larne i elektromagnetyczne promieniowanie zef8#oraz jego pole grawitacyjne i magnetyczne.
Przyjmuje sie, ze otaczajaca heliosfere materia miedzygwiaz{Estgednorodna i stacjonarna co
najmniej na przestrzeni rozmiaru heliosfery, podczas gdy materia gegbha ze Sloca zmienia sie
w czasie i w przestrzeni. W fizyce heliosfery w skalach globalnych istegrmmienngci materii emi-
towanej ze Staca w skalach czasowych rzedu dig8gocyklu aktywnéci stonecznej, jak réwniez w
skalach dtuzszych i krétszych.

W wyniku oddziatywania plazmy stonecznej z plazma miedzygwiazdmwvgstaja rézne popula-
cje czastek zjonizowanych i neutralnych. Naleza do nich atomy ety@mzne (ENA, z ang. energetic
neutral atom) oraz jony pochwycone (PUI, z ang. pick-up ion), ktdweew atomami miedzygwiaz-
dowymi ksztattuja heliosfere. Obserwacje tych trzech typow czastéieliosferze stanowia pod-
stawowe narzedzie do badania heliosfery i jej granic. PowstawanfeiENUI oraz ich rozktad w
heliosferze modulowane sa poprzez jonizacje przez wiatr stonegaoynieniowanie ultrafioletowe
ze Staca. Gtéwne czynniki modulujace to szylska gest&e wiatru stonecznego, strunfigpromie-
niowania w zakresie skrajnego ultrafioletu (EUV) w zakresie odpowiédaiaza jonizacje (dtuggci
fali ponizej~ 91 nm), linia Lymane (121.6 nm), oraz temperatura elektronéw w wietrze stonecz-
nym. Istotna jest zmien$d materii pochodzacej ze S$toa wraz z cyklem stonecznym zaréwno w
skalach czasowych, jak i przestrzennych.

Jonizacja wewnatrz heliosfery powoduje powstawanie nowych pojpualagstek oraz modyfika-
cje populacji juz istniejacych. Jonizacja mozebgalizowana poprzez wymiane tadunku z czastkami
wiatru stonecznego, fotojonizacje oraz zderzenia z elektronami wskinecznego. Tworzenie popu-
lacji czastek w heliosferze jest hierarchiczne. Pierwotne populacgumainy gaz miedzygwiazdowy,
ktéry wniknat do wnetrza heliosfery oraz wiatr stoneczny. Jonizgejgu miedzygwiazdowego we-
wnatrz heliosfery prowadzi do powstania jonéw pochwyconych, azygadku wymiany tadunku
dodatkowo atoméw energetycznych. Populacje te ulegaja kolejnymrstjatozacyjnym, tworzac
kolejne populacje czastek. Efektywstoprodukcji nowych populacji zalezy od rozktadu szybkio
czastek oraz od intensywsa czynnikow jonizacyjnych.

W dotychczasowych badaniach efekty modulacji populacji czastekdfeti@znych poprzez
jonizacje pochodzaca od $tca bylty uwzgledniane w uproszczony sposob. Powodem stosmwan
uproszczaé byt brak spéjnego, jednorodnego modelu czynnikéw stonecznypbwigdzialnych za
jonizacje. Pierwsze wyniki pokazaty, ze doktadsiedzenie historii zmienrszi jonizacji na drodze
czastki w heliosferze moze ntigstotne znaczenie dla uzyskiwanych wynikéw.

Poczatkowo brakowato wystarczajacej liczby dostepnych dappmiarowych czynnikéw sto-
necznych. Nastepnie wykorzystywano pojedyncze pomiary dotkamwgania bardzo przyblizonegj
zmiennéci w czasie, jednakze uniemozliwiata osladzenie zmienrszi na drobnych skalach cza-
sowych (np. w skali obrotu Skxa) w diugim przedziale czasu. Ponadto z uwagi na przekonanie,
ze najwigksze starty jonizacyjne maja miejsce tuz przed detekagaia@ pomijangledzenie histo-
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rii jonizacji atoméw na ich trajektoriach w heliosferze, przyjmujac ze gs mato znaczaca. Na
przetomie XX i XXI wieku liczba dostepnych danych pomiarowych wipgdnak pochodzity one

z rdznych zrodet i stworzenie jednolitego w czasie szeregu czganjénizacyjnych wymagato ich

skalibrowania i unormowania.

Wzrost dostepnych danych pomiarowych zwiazanych z wiatremesimym, bezprednich i
posrednich, oraz bezgoednie pomiary widma promieniowania stonecznego w zakresie EUV wraz z
powstaniem skalibrowanych serii kompozytowych wskaznikéw (armxips) promieniowania EUV
umozliwity zbudowanie jednolitego w czasie zbioru czynnikdéw stoneczmyotulujacych gaz mie-
dzygwiazdowy w heliosferze na przestrzeni ostatnich cykli stonedzngpdéjny, jednorodny i wy-
starczajaco dtugi w czasie szereg czynnikdw jonizacyjnych mogiiastepnie zaimplementowany
do istniejacych modeli rozktadu gazu miedzygwiazdowego w helinsferaz zastosowany do inter-
pretacji obserwacji z misji kosmicznych w tym w szczegéiciz sondy IBEX.

Przedmiotem prezentowanej rozprawy doktorskiej jest modulacja wybhepierwiastkdw gazu
miedzygwiazdowego i jego populacji pochodnych w heliosferze wikwyefektéw zwiazanych z
cyklem aktywnaci stonecznej. W ramach przeprowadzonej analizy

— wypracowano jednorodny, spéjny i oparty na obserwacjach magahikow jonizacyjnych w
heliosferze

— zbadano wptyw jonizacji na ge$to miedzygwiazdowych atoméw He, Ne, O widziane z orbity
Ziemi

— zbadano, czy efekty jonizacyjne moga znaczaco wgyrswyznaczanie kierunku naptywu
gazu miedzygwiazdowego z pomiarow PUIs

— 0szacowano, na ile mozliwe jest obserwacyjne poszukiwanie aistgutralnej populacji
miedzygwiazdowej od stanu rownowagi termodynamicznej poprzseralacje prowadzone z
orbity Ziemi

— zbadano modyfikacje strumieni H ENA wskutek zmiesinfnizacji w czasie i szerolui
heliograficzne;j.

Realizacja postawionego tematu i wynikajace z niej wnioski przedstansarw nastepujacych
dziewigciu artykutach opublikowanych w recenzowanych czasogismaukowych. Kolejngt arty-
kutéw, ktére stanowia rozprawe, odpowiada koldjciaealizacji postawionych zada

Artykut S1 Sokdét, J. M, Bzowski, M., Tokumaru, M., Fujiki, K., McComas, D. J., 2013eliola-
titude and time variations of solar wind structure from in-situ measuremerusrder-
planetary scintillation observation§olar Physics, vol. 285, pp. 167-200, DOI:10.1007
$11207-012-9993-9; (Sokét et al. 2013b)

Artykut S2 Sokét, J. M, Swaczyna, P., Bzowski, M., Tokumaru, M., 201Beconstruction of helio-
latitudinal structure of the solar wind proton speed and den$Suglar Physics, vol. 290,
pp. 2589-2615, DOI:10.100§11207-015-0800-2; (Sokdt et al. 2015d)
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Artykut B1

Artykut B2

Artykut S3

Artykut S4

Artykut S5

Artykut M1

Artykut M2

Bzowski, M., Sokdt, J. M., Tokumaru, M., Fujiki, K., Quémerais, E., Lallement, R.,
Ferron, S., Bochsler, P., McComas, D. J., 2018blar parameters for modeling the in-
terplanetary backgroundChapter 3 in “Cross-Calibration of Far UV Spectra of Solar
System Objects and the Heliosphere”, ISSI Scientific Report Seried1E,. €uéme-
rais, M. Snow, R.-M. Bonnet, Springer ScieneBusiness Media, New York, pp. 67-138,
DOI:10.1007978-1-4614-6384-9_3; (Bzowski et al. 2013b)

Bzowski, M., Sokdt, J. M., Kubiak, M. A., Kucharek, H., 2013dViodulation of neu-
tral interstellar He, Ne, O in the heliosphere: survival probabilities and atances at
IBEX, Astronomy & Astrophysics, vol. 557, A50, DOI:10.108004-6361201321700;
(Bzowski et al. 2013a)

Sokdét, J. M, Bzowski, M., Kubiak, M. A., Mébius, E., 201&olar cycle variation of in-
terstellar neutral He, Ne, O density and pick-up ions along the Earth’g dvtonthly No-
tices of the Royal Astronomical Society, vol. 458, Issue 4, pp. 3694 3301:10.1093
mnragstw515; (Sokét et al. 2016)

Sokdt, J. M, Kubiak, M. A., Bzowski, M., Swaczyna, P., 2015Interstellar neutral
helium in the heliosphere from Interstellar Boundary Explorer observatibnThe War-
saw Test Particle Model (WTPMAstrophysical Journal Supplement Series, vol. 220:27
(24pp), DOI:10.108®067-004%22(42/27; (Sokét et al. 2015c¢)

Sokét, J. M, Bzowski, M., Kubiak, M. A., Swaczyna, P., Galli, A., Wurz, P., Mébius, E.,
Kucharek, H., Fuselier, S. A., McComas, D. J., 201Bae interstellar neutral He haze
in the heliosphere: what can we learn&strophysical Journal Supplement Series, vol.
220:29 (12pp), DOI:10.1088067-0042220'2/29; (Sokdt et al. 2015b)

McComas, D. J., Dayeh, M. A., Allegrini, F., Bzowski, M., DeMajistre, R., Filji.,
Funsten, H. O., Fuselier, S. A., Gruntman, M., Janzen, P. H., Kubiak, .MKdcharek,

H., Livadiotis, G., Mdbius, E., Reisenfeld, D. B., Reno, M., SchwadronAN Sokot,

J. M., Tokumaru, M., 2012The first three years of IBEX observations and our evolving
heliosphereAstrophysical Journal Supplement Series, vol. 203:1 (36pp), MAIOB-
0067-004%2031/1; (McComas et al. 2012)

McComas, D. J., Allegrini, F., Bzowski, M., Dayeh, M. A., DeMajistre, R., &iem,

H. O., Fuselier, S. A., Gruntman, M., Janzen, P. H., Kubiak, M. A., Kuekavitbius, E.,
Reisenfeld, D. B., Schwadron, N. /8pkét, J. M., Tokumaru, M., 2014BEX: The First
Five Years (2009-2013Astrophysical Journal Supplement Series, vol. 213:20 (28pp),
DOI:10.10880067-004%2132/20; (McComas et al. 2014a).

Artykut S1 przedstawia wypracowany fenomenologiczny model ewobtzgsowej i przestrzen-

nej wiatru stonecznego. Do jego konstrukcji wykorzystano daneragdzone w bazie OMNI, ze-

brane z bezp&rednich pomiarow wykonywanych w ptaszczyznie ekliptyki, oraz jedginstepne
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bezp&rednie dane o wietrze stoneczny spoza ptaszczyzny ekliptyki, zelpraez sonde Ulysses.
Zbioér danych uzupetniono o dane z szybkia wiatru stonecznego, uzyskane z obserwacji scyntyla-
cji miedzyplanetarnych, przygotowywane i udostepnione pr3&gt. Model ten zostat rozwinigty w
Artykule S2. Opracowany model ewolucji struktury wiatru stoneczneggyzyt nastepnie m.in. do
szacowania temp wymiany fadunku miedzy populacjami czastek w heliesbeaz jonizacji poprzez
zderzenia z elektronami w wietrze stonecznym.

Aby oszacowa tempo jonizacji poprzez promieniowanie ultrafioletowe zeh8& przeanali-
zowano dostepne pomiary widma EUV 8&a oraz jego wskaznikéw. Odpowiednio dobrano dane
kierujac sie ich odpowiedngeia, jednolitécia oraz zakresem dostegeoczasowej. Skonstruowano
kompozytowy model fotojonizacji pierwiastkéw helu, neonu, tlenu i wodaerbeliosferze. Wyniki
przedstawione sa w Artykule B2 oraz, dla wodoru, w Artykule B1.

Obydwa opracowane modele postuzyty do oszacowania catkowitego temigaciji neutralnej
sktadowej gazu miedzygwiazdowego w heliosferze, jak réwniezlaaji jondw pochwyconych oraz
atomow energetycznych wodoru z wykorzystaniem modeli rozktadu gazuijanych wZaktadzie
Fizyki Uktadu Stonecznego i AstrofizyFUSIA) od lat 1990-tych. Artykut B2 oraz Artykut S3
prezentuja modulacje gesim, strumieni, obfiteci oraz jonéw pochwyconych He, Ne i O w helios-
ferze wskutek strat jonizacyjnych wewnatrz heliosfery. Wyniki paka, ze zmiany tempa jonizaciji
zwiazane z cyklem aktywrsgi stonecznej moga znaczaco modyfikéwazktady gestsci atomoéw
miedzygwiazdowychéledzenie zmian czasowych jonizacji wzdtuz trajektorii czastki w hedrasf
jest konieczne do precyzyjnego badania pierwiastkéw neonu i tlermuaydoru. Modulacja He jest
najmniejsza sparéd badanych pierwiastkow, najbardziej ttumiony w heliosferze jest tigador.
Rozktad wodoru jest dodatkowo modulowany przez zmienne w czasityefed dziatanie Gnienia
promieniowania w wodorowej linii Lymans jednakze efekty te znane sa w literaturze i nie byly
przedmiotem bada ch& uwzgledniono je w wykonywanych rachunkach. Efekty zmié&mntemp
jonizacji z szerokécia heliograficzna sa istotne w badaniu tlenu i moga prowatizisystematycz-
nych przesunigw potozeniu ekstremoéw gestoi wzdtuz orbity Ziemi.

Zmienndci gestéci atoméw miedzygwiazdowych w ptaszczyznie orbity Ziemi sa istotne m.in.
do badania temp produkcji jondbw pochwyconych, powstajacych wesie jonizacji atomow mie-
dzygwiazdowych, oraz do szacowania olfitopierwiastkbw wewnatrz heliosfery i w jej warstwach
zewnerznych. W Artykule S3 prezentowane sa tempa lokalnej pojidulaz przewidywane tempa
zliczen jondw pochwyconych He, Ne i O. Wyniki wskazuja, ze zmiesinmzktadu miedzygwia-
zdowego gazu neutralnego w poblizu orbity Ziemi, wskutek zmiéontemp jonizacji w czasie
i szerokd&ci heliograficznej, moze znaczaco modyfikéwajestrowany strumie jonéw pochwy-
conych. Modyfikacja ta prowadzi do przesuniecia potozenia maksimdozktadach obserwowa-
nych bezpérednio wzdtuz orbity Ziemi, ktére uzywane sa do wyznaczenia kierumaptywu gazu
miedzygwiazdowego na heliosfere. W efekcie dochodzi do ztudzea gaz miedzygwiazdowy na-
ptywa z kierunku przesunietego o kilka stopni. Czynniki odpowiedziada modulacje modelowa-
nych wielkdci badane byly ze szczegolna uwagé&wigcona ich modyfikacji wskutek jonizacji w

nstitute for Space-Earth Environmental Research, Nagoya Uitiygtaponia
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poblizu Staca. Odkryto, ze gtdwnym powodem systematycznego przesurkggianku naptywu
gazu miedzygwiazdowego, otrzymywanego z jondéw pochwyconyesh,n@dulacja rozktadu ma-
cierzystego gazu miedzygwiazdowego wzdtuz orbity Ziemi w trakcidwcglonecznego. Kroétko-
trwate zmiennéci w tempie produkcji jonéw pochwyconych sa odpowiedzialne zattodey roczny
rozrzut i powiekszaja obserwowane roznice. Kieruneki@miedzy wart§ciami oczekiwanymi a
otrzymanymi zgadza sie w obrebie wszystkich trzech badanych ipikéw (He, Ne, O), i jest

w strone wiekszych diugmi dla tzw. pétksiezyca (ang. crescent, wzrost obserwowamartaci

po stronie naptywu gazu wzgledem 8&a), natomiast dla tzw. stozka (ang. cone, wzrost obserwo-
wanych wart8ci po stronie sptywu gazu wzgledem Béa wskutek grawitacyjnego zakrzywienia
trajektorii czastek) kierunek réznic jest w kierunku przeciwnym. Wdyite wskazuja, ze najbar-
dziej prawdopodobnym wygmieniem systematycznych réznic w wyznaczonym kierunku naptywu
gazu miedzygwiazdowego do heliosfery z obserwacji jonéw pocbwych jest zaniedbanie w ory-
ginalnej analizie danych modulacji gazu miedzygwiazdowego wewrgglinsfery spowodowanej
aktywndscia stoneczna.

Znajac prawdopodobiestwa przezycia atomoéw miedzygwiazdowych w heliosferze mozna wy-
pracow& czynniki okrélajace zmiane wzglednych stosunkéw He, Ne i O wskutek jonizagji w
wotanej promieniowaniem korpuskularnym i elektromagnetycznym zec&taZastosowanie ich do
strumieni tych pierwiastkdw zmierzonych z okoli orbity Ziemi umozliwia osxeaie obfit&ci na
szoku kacowym, a po uwzglednieniu filtracji w otoku heliosferycznym, réwroekitosci w lokal-
nym csodku miedzygwiazdowym. Wplyw zmiennej w czasie jonizacji na takieamszania przed-
stawiony jest w Artykule B2. Dyskutowana jest w nim réwniez zaleznabfitosci NgHe, QHe i
Ne/O, od parametréw gazu miedzygwiazdowego naptywajacego do feglfosVyniki pokazuja, ze
najbardziej zmienne w cyklu stonecznym sa stosunki prawdopoisiveprzezycia Néle i O/He,
natomiast NEO wykazuje zmienn& zdominowana przez kilkuletnie zmiany w strumieniu wiatru sto-
necznego w ptaszczyznie ekliptyki. Stosunki prawdopoduiie przezycia dla badanych pierwiast-
kéw zmieniaja sie rowniez z parametrami gazu miedzygwiazdowegtywajacego do heliosfery.
Dla stosunkéw NgHe i O/He maleja ze wzrostem wago diugdsci kierunku naptywu i spadkiem
szybkdaci gazu, natomiast dla stosunku/Reosna ze wzrostem zaréwno watodtugaci kierunku
naptywu, jak i szybkéci gazu.

W sytuaciji, gdy czynniki jonizacyjne pochodzace zeffslmwewnatrz heliosfery sa juz dobrze po-
znane i kontrolowane oraz dane sa w postaci kompletnego, jedregyodoiagtego w czasie modelu,
mozna zastosovwtaje do modelowania gazu miedzygwiazdowego w zakresie wykragzajpoza
dotychczas przyjmowane standardowe zalozenia. Artykut S5 pesedsanalize helowej sktadowej
neutralnego gazu miedzygwiazdowego w heliosferze przy rézmgtdreniach o funkcji rozktadu
gazu przed heliosfera. Skonstruowane zostaly mapy petnego nighatsypochodzacego od gazu
z rozktadem zadanym przez funkcje kappa, pojedyncza fenkigxwella-Boltzmanna oraz sume
dwodch rozktadéw Maxwella-Boltzmanna osobno dla populacji pierwot@égptej Bryzy, czyli nie-
dawno odkrytej populacji gazu miedzygwiazdowego w heliosferzaakprawdopodobnie jest tzw.
wtérna populacja neutralnego gazu miedzygwiazdowego w hetimsfpowstajaca w zewnetrznym
otoku. Nastepnie poréwnano je jélaowo z danymi. Celem byta identyfikacja obszaréw na niebie,
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w ktoérych efekty pochodzace od niestandardowych za@dadyby najbardziej widoczne. Wnioski
wskazuja, ze spodziewane sygnatury bylyby mozliwe do detekcjigjere wymagana jest wieksza
czutcst energetyczna detektora niz ta, ktéra dysponuje IBEX-Lo. Pionateresujace obszary na
niebie znajduja sie w tych c&eiach orbity IBEXa, ktdre sa przystoniete przez magnetosfengiZie
Na potrzeby tych oszacowaozwinieto analityczna wersje oprogramowania do badania rdakta
gazu miedzygwiazdowego w heliosferze uzywanego w ZFUSIA, tzexs@lv Test Particle Model
(WTPM), szczegoty przedstawione sa w Artykule S4. Analityczna odanWTPM przeznaczona
jest do uzywania na komputerach osobistych i doskonale sprawglza jsikdsciowych oszacowa-
niach, gdyz nie wymaga zaawansowanych zasobéw obliczeniowych.

Opracowane tempa jonizacji gazu miedzygwiazdowego wewnatrz feljgsostuzyty rowniez
do oszacowania strat jonizacyjnych strumieni atoméw energetycznydorw@H ENA) obserwo-
wanych przez instrument IBEX-Hi na pokfadzie sondy IBEX. Jonizaogavnatrz heliosfery jest
roznicowa co doprowadza do istotnej modyfikacji funkcji rozktadsesiwowanych strumieni. Praw-
dopodobi@stwa przezycia sa rézne dla czastek o réznych energiactemznaczaco modyfikuja
widma energetyczne rejestrowanych strumieni. Dodatkowo materia joo&zwjawnatrz heliosfery
(wiatr stoneczny) wykazuje anizotropie w szergkbheliograficznej, tym samym jonizacja réwniez
jest anizotropowa. Prowadzi to do odmiennej modyfikacji strumieni H ENAehlosferze w za-
lezndsci od kierunku obserwacji. Prawdopoddisénva przezycia H ENA postuzyly do wyznacze-
nia strumieni tych populacji w miejscu ich pochodzenia, czyli w powtoce hieligsznej. W ob-
szarze tym dochodzi do oddziatywania materii pochodzacej zec&ta materia lokalnegcsoodka
miedzygwiazdowego, ktora optywajac heliosfere staje sie amipowa. ENA sa wskaznikami stanu
fizycznego plazmy oraz proceséw i przeptywéw zachodzacych v zgavnetrznych obszarach he-
liosfery. Prawdopodobiestwa przezycia poprawnie uwzgledniajace anizotr@poglowiska joniza-
cyjnego wewnatrz heliosfery sa niezbedne do odfiltrowania tyckt@few obserwacjach i wiary-
godnego oszacowania anizotropii materii w zewnetrznych obszdelatsfery. Doktadna analiza
prawdopodobigstw przezycia uzytych do korekcji zmierzonych strumieni H ENA amisgest w
Artykutach M1 i M2.

Globalny obraz heliosfery i proceséw zachodzacych w jej zewngth warstwach badany jest na
podstawie obserwacji prowadzonych z okolic orbity Ziemi. Warunki jocyage panujace wewnatrz
heliosfery maja istotny wplyw na analize tych obserwacji i poprawmainterpretacje. W przed-
stawianej rozprawie doktorskiej wykazano, ze uwzglednienie gmjiipszacowanej ze starannie ze-
stawionych dostepnych danych obserwacyjnych i tworzacgpgmystem ma znaczacy wplyw na
analize obserwacji populacji czastek miedzygwiazdowych wawigliosfery. Przedstawione wnio-
ski dotycza zarowno sktadowej neutralnej, jak i zjonizowanej gaadmyigwiazdowego, jak rowniez
moga mi€ rowniez wptyw na interpretacje obserwaciji heliosferycznévaty wodorowej i helo-
wej.
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1 Thesis

Heliosphere is created as a result of interaction between the plasma emittedSyntland the local
interstellar medium (LISM) surrounding the Sun. The interaction is partialiyeged by the cor-
puscular and electromagnetic radiation from the Sun as well as the soliy grad magnetic field.
It is commonly accepted that LISM is uniform and stable on a scale of the ofdbe size of the
heliosphere, whereas the solar medium varies in time and space. In thetteglobal heliosphere
significant are variations of the solar-born medium on time scales of thezsuiaity cycle as well as
variations on finer and longer time scales.

As a result of the interaction between the solar and the interstellar matter nmaafions of
neutral and ionized particles are created. They are the energeticlaoina (ENAS) and the pick-up
ions (PUIs). Together with the interstellar neutral (ISN) gas which edtesede the heliosphere and
the solar wind they determine the populations of heliospheric particles. @iises of these particles
inside the heliosphere constitute a basic tool for investigation of the globatste of the heliosphere
and its boundaries. Production of ENAs and PUIs and their distributiofmdeitise heliosphere are
modulated by the solar wind and the solar ultraviolet (UV) radiation. The mosirigupt solar factors
are the solar wind proton speed and density, solar extreme ultraviolet)(Eldiation in the wave-
range responsible for ionization (wavelengths smaller th@i nm), solar Lymane line (121.6 nm)
responsible for the resonant radiation pressure acting on neutraldHha density and temperature
of the solar wind electrons. Their temporal and spatial variation duringdlae sycle is important
for the study of heliospheric particles.

lonization inside the heliosphere modulates the existing populations andcesodew popu-
lations of particles. The ionization is due to the reactions of charge exehaitly the solar wind
particles, photoionization, and collisions with the solar wind electrons. Etimuof the new popula-
tions of particles in the heliosphere is hierarchical. The primary populatiert@ neutral interstellar
gas that entered the heliosphere and the solar wind. lonization of thaliatdrstellar gas inside the
heliosphere produces PUls and, in the case of charge exchange, ENese populations are subse-
guently ionized and create next populations of particles. Higency of the production depends on
the distribution of the parent particles and the intensity of the ionization.

The modulation of the populations of interstellar gas particles inside the hetiesplas been
considered in a simplified and approximate way for many years. The simplifisatiere made be-
cause of the lack of homogeneous and continuous model of the solartioniteectors. Early studies
showed that the detailed tracking of the history of the variation of ionizatit@s r@ong the particle
trajectory in the heliosphere can be important for the results, but theraatanough observations
of the solar factors to construct a proper model. Single measurementsiseztéo approximate the
variation in time on the solar cycle scale, but the variation on finer time scale<@gngton rota-
tion, CR) for a long time period was missing. Additionally, it was commonly accejbigiddetailed
tracking of the ionization along the particle trajectory inside the heliospheseateneeded because
the ionization predominantly happens just before the detection. At the tulhe @0th and 21th cen-
tury the number of available observational data increased, but theycbhave from various sources
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and required cross-calibration and cross-normalization to create a keoemgs and continuous time
series.

The increase of availability of observational data of solar wind (both thred indirect) and direct
measurements of the solar EUV radiation, together with time series of the solapieiies, enables
to create a homogeneous, continuous, afidcéently long time series of the solar factors that modu-
late the ISN gas inside the heliosphere over a few last solar cycles. Suctetileg can subsequently
be implemented in the existing models of the distribution of the ISN gas in the heliesphe used
to analysis of observations of various heliospheric measurements, inglidirobservations made
by thelnterstellar Boundary Explore(iBEX) mission.

The subject of this dissertation is the modulation of selected species of thgdSidnd their
derivative populations inside the heliosphere during the solar cycle. pertaof the research the
following objectives were realized:

— amodel of homogeneous, continuous, and observation based satati@mnfactors inside the
heliosphere was created

an impact of the varying ionization rates on the densities of ISN He, NeQandhe Earth’s

orbit was investigated

an assessment of thexts related with ionization on the derivation of the flow direction of the

ISN gas from the PUIs measurements was performed

an assessment of the possibilities to search for the departures fraibragqu of the parent
interstellar He population in the observations performed from the Earthis or

a modulation of the heliospheric H ENA flux due to variations of the ionizatibesras a

function of time and heliolatitude was investigated.

The realization of these objectives and the results are presented in tigriglluine articles, pub-
lished in scientific peer-reviewed journals. The order of the articles,wtoastruct the dissertation,
is organized by the objectives to fulfill:

PaperS1 Sokdét, J. M, Bzowski, M., Tokumaru, M., Fujiki, K., McComas, D. J., 20t&liolatitude
and time variations of solar wind structure from in-situ measurements ancplatestary
scintillation observationsSolar Physics, vol. 285, pp. 167-200, DOI:10.13072207-012-
9993-9; (Sokét et al. 2013b)

PaperS2 Sokdt, J. M, Swaczyna, P., Bzowski, M., Tokumaru, M., 201Rgconstruction of helio-
latitudinal structure of the solar wind proton speed and denstylar Physics, vol. 290,
pp. 2589-2615, DOI:10.100§11207-015-0800-2; (Sokét et al. 2015d)

PapeB1 Bzowski, M.,Sokét, J. M., Tokumaru, M., Fujiki, K., Quémerais, E., Lallement, R., Ferron,
S., Bochsler, P., McComas, D. J., 201Slo)ar parameters for modeling the interplanetary
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PapeiB2

PaperS3

PaperS4

PapelS5

PapemM1

Papemvi2

background Chapter 3 in “Cross-Calibration of Far UV Spectra of Solar System @bjec
and the Heliosphere”, ISSI Scientific Report Series 13, ed. E. Qué&nbtaSnow, R.-M.
Bonnet, Springer Science Business Media, New York, pp. 67-138, DOI:10.1(8¥8-1-
4614-6384-9_3; (Bzowski et al. 2013b)

Bzowski, M., Sokdt, J. M., Kubiak, M. A., Kucharek, H., 2013ad/lodulation of neutral
interstellar He, Ne, O in the heliosphere: survival probabilities and abueea at IBEX
Astronomy & Astrophysics, vol. 557, A50, DOI:10.109004-6361201321700; (Bzowski
etal. 2013a)

Sokot, J. M, Bzowski, M., Kubiak, M. A., Mobius, E., 201&olar cycle variation of inter-
stellar neutral He, Ne, O density and pick-up ions along the Earth’s piklbdinthly Notices
of the Royal Astronomical Society, vol. 458, Issue 4, pp. 3691-3D®@1;10.1093mnrag-
stw515; (Sokot et al. 2016)

Sokdét, J. M, Kubiak, M. A., Bzowski, M., Swaczyna, P., 2013bterstellar neutral helium

in the heliosphere from Interstellar Boundary Explorer observationsThe Warsaw Test
Particle Model (WTPM) Astrophysical Journal Supplement Series, vol. 220:27 (24pp),
DOI:10.10880067-004%22(02/27; (Sokot et al. 2015c¢)

Sokdét, J. M, Bzowski, M., Kubiak, M. A., Swaczyna, P., Galli, A., Wurz, P., M&bius, E.,
Kucharek, H., Fuselier, S. A., McComas, D. J., 20THae interstellar neutral He haze in
the heliosphere: what can we learm®strophysical Journal Supplement Series, vol. 220:29
(12pp), DOI:10.108®067-004%222(02/29; (Sokét et al. 2015b)

McComas, D. J., Dayeh, M. A., Allegrini, F., Bzowski, M., DeMajistre, R., FjiK.,
Funsten, H. O., Fuselier, S. A., Gruntman, M., Janzen, P. H., Kubiak, .MKécharek,
H., Livadiotis, G., Mdbius, E., Reisenfeld, D. B., Reno, M., SchwadronAN Sokdt,

J. M., Tokumaru, M., 2012The first three years of IBEX observations and our evolving
heliosphere Astrophysical Journal Supplement Series, vol. 203:1 (36pp), DAIBZ-
0067-004%2031/1; (McComas et al. 2012)

McComas, D. J., Allegrini, F., Bzowski, M., Dayeh, M. A., DeMajistre, R., &@m, H. O.,
Fuselier, S. A., Gruntman, M., Janzen, P. H., Kubiak, M. A., KuchareiiMs, E., Reisen-
feld, D. B., Schwadron, N. ASokét, J. M., Tokumaru, M., 2014IBEX: The First Five
Years (2009-2013Astrophysical Journal Supplement Series, vol. 213:20 (28pp).-DOI
10.10880067-004%2132/20; (McComas et al. 2014a).

The following sections present a brief description of the realization oétbbgectives. A detailed

presentation is presented in the papers. In Section 2 a short introdulstiahthe Sun and the solar

activity cycle, the solar wind, and the heliosphere is given. Section &piethe developed models

of the solar ionization factors inside the heliosphere, i.e., the model of evolatithe solar wind

as a function of time and heliolatitude (Section 3.2), and the composite model digk@gnization

19



rates (Section 3.3). Section 4 shortly presents results of the study of thdatoawf the ISN gas
density and interstellar PUIs in the Earth’s orbit. In Section 5 an assessintrd possibilities to
study hypothetical signatures of departures of ISN He gas distributiomtiie thermal equilibrium is
presented. Section 6 concisely discusses the modulation of H ENA flux dae&tion of ionization
losses in time and heliolatitude. Section 7 summarizes the study and presentsdlsioas. This
section completes the description part of the dissertation. The main part dfsgertation is the
aforementioned homogeneous set of scientific articles. These articles, andér given above, are
attached at the end of the dissertation (Secfiditles of the thesiytogether with the statements of
all co-authors about their individual contribution to these papers (SeStatements of co-authojs
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2 Introduction

2.1 The Sun and the solar cycle

The Sun is located in the Orion arm of our host galaxy, Milky Way. It is a maguence star of a
spectral types2V, which indicates a yellow dwarf with spectral lines from heavy elements atid w
a surface temperature beirg5778 K. The average luminance of the Sun is abo88 1cdm?,
however, it is not constant across the disk, featuring a darkeningedtntib. The Sun comprises
~ 99% of the mass of the Solar System and is its gravitational center. Its abswdigtgitude is
M = 4.83, and the apparent brightness equmals —26.74. The Sun formed about 4.6 billion years
ago from the gravitational collapse of the matter of a molecular cloud, trigdsrehock-waves from
supernovae explosions. In consequence, itis rich in heavy elemehtisuanis a Population | star. The
chemical composition of the Sun consists of hydrogen, helium, and the biaxagnts. They account
for ~ 74.9%, ~ 23.8%, and less than 2% of the mass in the photosphere, respectively, wikrgxy
carbon, neon, and iron being the most abundant among the heavyssgdaeSun is presently in a
half of its age and will remain stable for the coming five billion years. When tliedgen fusion in
its core stops, the Sun will undergo a series of changes to become amed gia

The Sun does not have a well defined boundary as a solid body, as itspditene extends far
away in the form of the solar wind. However, the Sun’s radiug~R695 700 km) is considered
to be the distance from its center to the photosphere, the visible surface 8tith The Sun has a
layered structure. The dense {50 gcm?) and hot (157 x 10° K) core extends from the center to
about 20- 25% of R,. The Sun’s energy is produced by the nuclear fusion througp the process
(proton-proton chain reaction) that converts H into He. The thermaggmeoduced in the core heats
the upper parts of the solar interior and is emitted into the interplanetary spadecromagnetic
radiation and kinetic energy of the solar particles.

The radiative zone is a layer in which the energy is transported by the thexietion. This zone
extends from the core to about 0 ZRn this part of the Sun the temperature decreases frett0f K
to 2 x 10° K and density of the matter decreases from &g to 0.2 g/cm® from the bottom to the
top of the zone. The radiation comes from H and He electron emission.

The next layer is the tachocline, which separates the radiation and toavecnes. It is the
region where the rotation of the solar interior changes from the solid kaidtion to the dferential
rotation of the outer parts of the Sun.

The next layer outward is the convection zone, which ranges @R, to the photosphere. In
this region the temperature still decreases and the heat is transportetilaycoonvective motion.
This convective motion in the presence of magnetic field resultstierdntial rotation and thefect of
solar dynamo. Additionally, the low density of the matter in the convective zoakles development
of convective currents and the matter is organized into groups knowsaaragranulation.

The photosphere, the next zone, is the visible surface of the Sunjdeetiae Sun interior is
opaque to the visible light below it. It is due to a decreasing amount of H iohighwabsorb the
visible light. The upper part of the photosphere is cooler than the lowérapdr; in consequence,
the Sun appears brighter in the center than on the edge (limb) of the solaTHislspectrum of
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sunlight in the ultraviolet, visible, and infrared domain has approximately thetspn of a black-
body radiation at about 5800 K, interspersed with atomic absorption lines tine tenuous layers
above. The photosphere is a region where the sunspots are preseyntare dark spots of lower
temperature with a concentration of the magnetic flux. This makes them visibkrler drom the
surroundings. Sunspots appears in groups with a bipolar structuré winsists of a leading group
with a strongly concentrated magnetic polarity and a trailing group with opposlgity which
follows the leading group. The number of sunspots on the solar surface igf the indicators of the
phase of the solar activity cycle.

Above the photosphere begins the regions called the solar atmosphisreotposed of the
chromosphere, the transition region, and the corona, which extendardufiihe density of the chro-
mosphere is lower than the density in the photosphere and decreasesdoltaatemperature in
this zone initially decreases to about about 4000 K, and subsequent$ytstarcrease again to about
20 000 K in the upper parts. The chromosphere can be visible from Banitigdhe total eclipse. Its
spectrum is dominated by the emission lines with the strongest one from beikig the656.3 nm.
The solar corona is separated from the chromosphere by a thin andlamréayer of the transition
region, where the temperature rapidly increases from about 20 000 tsotd 4® K. The transition
region is visible from space in ultraviolet wavelengths due to the presdmrission lines of heavy
species ions.

The solar corona is the outer region of the Sun. The temperature of thecemdma of~ 10° K
is hotter than the temperature of the solar surface. The process of tirgtieanot fully understood,
but the most probable explanation is deposition of the energy of the Alfaéeasy propagating in the
solar atmosphere. Due to the high temperature the corona shines brighthays XFhe matter in the
solar corona is of a very low density and is of the order of'#®f the density of the photosphere.
Additionally, it is not in the thermodynamic equilibrium. The corona is visible fromHarth during
solar eclipses or can be observed with the use of special telescojpgsede® block out the direct
light from the solar disk, a coronograph. There are three sourdég @mission in the corona, which
enable to distinguish the so-called K, F, and E corona. The K-coronaasedt by the free electron
scattering and appears as a spectral continuum without absorptionTlivee-corona spectrum con-
tains the Fraunhofer absorption lines coming from the scattering of the Buahiglust particles. The
E-corona is created by the emission lines produced by the corona plassnd @ncorona is so hot
that the gravity force cannot hold the plasma inside, which is emitted trougtp#rernagnetic field
lines far away from the Sun in the form of the solar wind (Section 2.2), wtiehtes a cavity in the
interstellar medium called the heliosphere (Section 2.4).

The outer regions of the Sun rotate faster at the equatorial regi@b.6 days) and slower at the
regions close to the poles (335 days). This dferential rotation is a result of the conservation of
angular momentum in the accretion phase of the star formation and the convadtie star interior.
Convection is a motion of the mass caused by temperature gradients fronré¢heubwards. Ofer-
ential rotation depends on temperaturatences in adjacent layers of the star. The whole radiative
interior rotates as solid body at a constant speed and starts to vary wiitls eawtl latitude within
the convective parts. Carrington (1858, 1863) determined the soléiorotate from observations of
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the low-latitude sunspots. He defined a fixed solar coordinate system tkes finéi rotation during
25.38 days in a sidereal frame (with respect to the stars). The Carricgdodinates are heliographic,
Sun-centered, and measure latitude and longitude in the rotating frame.aftiegfon time is de-
fined by the rotation number and the longitude of the point on the Sun that is autiterrestrial
point. Carrington rotation No 1 was set arbitrarily to November 9, 1853{tandubsequent rotations
are counted from this epoch. The central meridian longitude decreases860 to (° during each
rotation as the central meridian point rotates under the Earth.

In this thesis we use the Carrington rotation period as a time unit. It is an @vevagthe mean
synodic rotation period of the Sun (it is visible from the Earth which moves irs#imee direction
as the solar rotation) and equals 27.2753 days (Meeus 1998; Frangp&nt2902). Please note that
the definition of the Carrington rotation in Paper S2 is misleading, with wrongbngperiod for the
sidereal rotation. In all our papers we use the synodic rotation peridd.a2¥753 days.

The solar cycle, also referred to as the solar (magnetic) activity cycleadllar sunspot cycle, is
a quasi-periodic change of the solar magnetic field configuration, aceoeaday changes in the solar
surface and atmosphere, manifested in radiation and appearanceaiééur phases of the activity
cycle. The minimum occurs when the activity is low and the Sun then is called ¢ui@tes about
3-4 years, there is a very small number of sunspots, the solar magneticdigiguration is poloidal,
and the magnetic field in the corona has a closed streamer-like shape in agwater&al band and
open field lines over the poles. The next phase during the solar cycle isctleasing phase, when
the global solar magnetic field configuration starts to change towards adbfieid configuration,
and more sunspots appears. It progresses to the maximum, when the &tingily and the Sun is
called active. This phase lasts about 4 years. The solar maximum has ak® geserved through
the activity indices, separated by a 1-2 year gap and known as the $haavgap (Gnevyshev 1963).
There are several suggestions for the reason of this double-peakmlenon, like, e.g., two waves
of activity, two separate surges of solar activity, the n@dhth asymmetry in solar activity due to a
slight shift in phase in e.g., sunspot number and sunspot area betveggrothemispheres. However,
Norton & Gallagher (2010) concluded that the Gnevyshev gap is a pieme that occurs in both
hemispheres and is not due to the superposition of two hemispheres duas# with each other
(some discussion can be found in (Svalgaard & Kamide 2013) and alsmmprehensive review by
(Hathaway 2015)). During the solar maximum the solar corona streanbopan lines intersperse at
all latitudes, the number of sunspots is the biggest, and the ultraviolet rad&tienhighest. The last
phase of the solar cycle is the decreasing phase, when the magnetic &irtgeshoward the initial
poloidal field configuration and the sunspots gradually disappear. @¢reasing phase lasts almost
two times longer than the increasing phase.

The solar activity features are present in the photosphere, chrosres@nd the corona. The
apparent period of the solar cycle variations is about 11 years andetesnined by S.H. Schwabe
in 1843 from observations of sunspots. During the activity cycle, satagpigrate from high latitudes
(~ 40°) at the beginning of the increasing phase of solar activity towards lowigrdas ¢ 10°) at
the end of the phase of high activity. This migration with latitude, when plotted@ascéion of time,
leads to the so-called butterfly diagrams of sunspots. The variation gbculagitudes during the
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solar cycle can be predicted with the use of the Sporer's law. The cyadicitean of sunspots is
the most common indicator of the phase of solar activity. Sunspots togethea wiéthiety of other
features on the solar surface and in the solar atmosphere, like promsnéaoaae, flares, bursts,
and many others, compose active regions. Their concentration ancefregof appearance varies
significantly with the solar cycle.

The solar activity cycle is governed by the changes of the solar magndti@afid the complete
change of the solar magnetic field lasts about 22 years (a composition ofliweat cycles). It
was deduced by G.E. Hale at the beginning of the 20th century. Babt86K ) proposed that the
cyclic changes of the global solar magnetic field are due to tfierdntial rotation of the Sun. In
this hypothesis, the solar cycle is due to a dynamo-like process which isngavby the internal
magnetic field in the tachocline at the bottom of the convection zone. A strongatiadield is
periodically strengthened and weakened in this region, from which maghetitubes arise and
emerge at the photosphere, creating bipolar sunspot pairs. fieditial rotation of the solar interior
shears the new emerging fields gradually into a more toroidal field, untileidifusion by granular
convection breaks up the field and the meridional flows transport thenératy towards the poles.
The surface dfusion neutralizes the toroidal field component increasingly during theyd#che
cycle, so that a weak poloidal global field is left at the cycle minimum. When tieenal dynamo
strengthens the tachocline field again, the rate of the buyoant flux tulveases and the cycle starts
over (Aschwanden 2005).

The Sun varies on many time scales (from seconds to epochs) and thelr@anifests also as
a function of the observed wavelength of the solar emission. The soldiainge is the power per unit
area received from the Sun in the form of electromagnetic radiation in thelevayth range of the
measuring instrument. Irradiance may be measured in space or at thes Barfate after accounting
for atmospheric absorption and scattering. It is measured perpendititer incoming sunlight and
is a function of distance from the Sun and the solar cycle. Total solaiameel (TSI) is a measure
of the solar power integrated over a full-disk and over all wavelengthsiiearea measured at the
Earth’s upper atmosphere. The so-called solar constant includes edl éffsolar radiation and is a
conventional measure of mean TSI at a distance of #.AMUs measured as being 1.361 kW at
solar minimum and approximatelyl®b greater at solar maximum.

The intrinsic solar cycle variability of TSI is of the order of one-tenth of ecpet in the visi-
ble portion of the spectrum (VIS, 460700 nm). The amount of radiation decreases in the middle
ultraviolet spectrum (MUV, 206- 300 nm) while the variability increases by an order of magni-
tude to a few percent of TSI. In the far ultraviolet (FUV, 22200 nm) and extreme ultraviolet (EUV,
30-120 nm) ranges, the amount of radiation decreases further, while tnegcavariability contin-
ues to increase, with the magnitude of the variation approaching a factoo ¢¢tg: for the hydrogen
Lyman-w emission at 121.6 nm), and an order of magnitude for the high-temperatamattines.
Solar radiation shortward of 200 nm has a spectrum consisting of emisseansliperimposed on a
rapidly declining continuum. The emission lines arise in higher temperatureslajére outer solar

2The astronomical unit (AU), a length unit equal to the mean distance ther$un to the Earth, approximatelys
10° km.
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atmosphere under non-local thermal equilibrium conditions and are traigted to the magnetic
activity of the Sun. The X-ray ultraviolet (XUV, 4 30 nm) region is dominated completely by emis-
sion lines of primarily coronal origin that may vary by an order of magnitudteng an 11-year solar
cycle. Short-term irradiance variations, lasting from minutes to hoursy@tzing eruptive events on
the Sun. Intermediate term variations, modulated by the 27-day rotation pétioel Sun, are related
to the appearance and disappearance of active regions on the skl&@ales UV measurements are
only possible above the atmosphere and the long-term variations in the X4¥&W ranges had
been poorly determined before 2002 due to the lack of adequate longyteasurements (Woods
et al. 2005). As will be presented further in Section 3.3.1 the solar UVtradiaources are used as
proxies for the composite model of photoionization rates inside the heliosaheriés variation with
the solar cycle.

2.2 The solar wind

The solar wind is a stream of plasma from the solar corona, continuousiyrigi@ut into interplan-
etary space. This solar plasma flow interacts with the bodies of the solamsgsignets, moons,
comets). In the case when the bodies are magnetized, like the Earth, thetioterasults in the
formation of a magnetosphere with a discontinuous boundary, a magnetopdiich separates the
solar wind plasma and the region dominated by the planetary magnetic field. ¢agbef comets,
the solar wind is the factor that forms the cometary tails. The solar wind is afttallyaresponsi-
ble for the creation of the heliosphere in the LISM (see Section 2.4). Tlae wind is composed
of charged particles, mainly protons (ionized hydrogen), electroiig,iéumized helium (i.e., alpha
particles,~ 4%), and trace amounts of highly charged ions of heavy atoms like C, NeQWIY, Si,
S, and Fe (e.g. von Steiger et al. 2000; Kasper et al. 2012).

The solar corona is so hot that the matter inside it cannot be held by thegsaNgty force nor
confined by the pressure of the interstellar medium and, in consequefo&s outward. There are
two commonly known descriptions of the solar wind outflow, the fluid model anditretic model.
The first one was postulated by Parker (1958) (see also Section 213)exih developed by, e.g.,
Weber & Davis (1967, 1970) and Grzedzielski (1968, 1969b,ag Hihetic model was developed
by Chamberlain (1960), and next explored by, e.g., Lemaire & Sch&®&ij, who also give a brief
summarize of the kinetic models. In the fluid theory, the solar wind is assumedtfidve of plasma.
This description requires that the medium is close to the local thermodynanilibegon to assume
the heat transport, however it is not the case in the outer solar atmosphéter assumed a uniform
temperature and infinite heat conductivity, however this requires an atligaergy for the fast solar
wind. In contrast, the kinetic theory considers particles instead of fluidshenheat flux is calculated
without approximations, as it is done in the fluid model. In the kinetic model, the wataris de-
scribed as an evaporation of a hot atmosphere in the near vacuum ofdirstaliar medium. Due to
different thermal speeds of electrons and protons, a separation oésliggeated, which produces
an outward electric force acting on the protons. This force outweighsréwtation force and pro-
duces a supersonic wind (Meyer-Vernet 2007). Although the kineticri@ion has an advantage of
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enabling to calculate the heat flux and to address non-equilibrium plasmas dtisregarded due to
too small value of the electric field, which produces only a slow breezae@lly, the description
of the solar wind origin requires a complex study to correctly account #stifi not fully resolved
questions about the solar corona heating and the solar wind acceleration.

The solar wind originates from a quiescent region of the solar atmospheres accelerated to
supersonic speeds in the solar corona. Most of the dynamics of thensnthis determined by the
magnetic field in the solar corona. The solar atmosphere is trapped in thd nlagmetic field lines,
but when the lines are open and stretch out into the space, like in the thodes, the plasma from
the solar atmosphere flows out. These regions together with severapbresmena are the sources
of the solar wind (Baumjohann & Treumann 1996). In general, the solad i mixture of the
ubiquitous slow streams, fast streams from coronal holes, plasma flows strdam-stream inter-
action regions, corotating interaction regions (CIRs), interplanetagnebmass ejections (CMES),
magnetic clouds, rariefied regions, etc (e.g., Yermolaev et al. 2009).

The source of the so-called slow wind 450 kms?, ~ 10 cnt2 at 1 AU) is still under investi-
gation. The slow streams are associated with the heliospheric currehtgldegith streamers at low
latitudes during solar minimum. They may also arise from the boundary of tlemalohnoles (e.g.,
Wang & Sheeley 1990; Panasenco & Velli 2013; Owens et al. 20149 2hal. 2014). In contrast,
the so-called fast solar wing (750 km s, < 5 cn3 at 1 AU) is commonly accepted to come from
the coronal holes. However, the streams at high latitudes from polanadnoles are faster than the
streams from the coronal holes at the lower latitudes (e.g., McComas e0Dal. Rlliott et al. 2012,
Rotter et al. 2012; Zhao & Landi 2014). The study of the compositiomdéces, and charge state
ratios of heavy ions in the solar corona (like, e.g.,/@gFgO, O’*/08*, C8*/C>) is a useful tool
to study the properties, evolution, and source of the solar wind (e.g., tedges & Geiss 1993; von
Steiger et al. 2000; Wimmer-Schweingruber 2002; Kasper et al. 2012).

The distribution of the solar wind slow and fast streams at the solar sudazdunction of
heliolatitude and evolves with the cycle of solar activity. The evolution of thearseind structure
with the solar cycle will be further discussed in Sections 2.3, 3.1, and 3.2.

2.3 A short history of investigation of the solar wind

The beginning of the humankind interest in the solar wind andffeceon the Earth’s atmosphere,
known today as space weather, can be placed in the 19th century, wiiamridgton connected the
observed solar flare and an aurora that came in a few days aftetmiayei-Vernet 2007). The first
years of the 20th century brought studies of A. Eddington, who hygatée that the material ejected
from comets consists of charged particles, and of K. Birkeland and Eehiann, who reported
that the Sun emits two kinds of charged particles. The 1930-ties obsessatidhe solar corona
during eclipse precipitated to a presumption that the solar corona has a atmnpesf a million

degree Celsius. In 1951 L. Biermann, based on observation of conétgdthat their tails always
point away from the Sun, and in 1955 S. Chapman postulated that if the smiama is so hot,

it has to extend away from the Sun. In the first years of 1950-ties A.isteveported about the
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scintillations in the radio waves (1951) and next about the irregularities inuter regions of the
solar corona (1955). In the next years, P. Morrison, among othes$ lated a need of a cavity around
the Sun in the interstellar medium to explain the observations of cosmic raysoghdagied cavity
was subsequently recognized as the heliosphere). Finally, in 1958KerRa a paper regarded as the
solar wind theoretical discovery paper, joined Chapman’s and Bierman@bries with the cosmic
ray observations and predicted theoretically the existence of the solarawitite outward flux of
the expanding solar corona (Parker 1958). In January 1959 atSpaeecraft Luna 1 registered the
corpuscular radiation of the solar origin, which next was confirmed byotiver spacecraft, launched
in September (Luna 2) and October (Luna 3) of the same year (Gringaz1960). In 1961, the
next Soviet space probe to Venus, Venera 1, registered the signathie solar wind, and finally with
the measurements of the US Mariner 2 mission, the solar wind was believedttiNedgebauer &
Snyder 1962).

After the in-situ confirmation of the existence of the solar wind its exploratioth theoretical
and experimental, speeded up. In the meantime, A. Hewish developed ao$tadijo observations
and in 1964 reported the discovery of the interplanetary scintillation phemomg@-ewish et al.
1964), and justin 1967, together with P. A. Dennison, announcedRBrbm compact radio sources
can give an estimate of the solar wind speed outside the plane of the ecliptini$De & Hewish
1967). The era of remote-sensing investigation of the heliolatitudinal steuofuhe solar wind has
began. In the 1970-ties and 1980-ties the ground-based observatitires solar wind through the
IPS were highly developed and advanced. In consequence, trsfastvind from the polar regions
was discovered together with its solar cycle related changes (e.g. KakitifiaColes et al. 1980).
On 6 October 1990 the Ulysses mission (e.g., Wenzel et al. 1989) wad&ditw study the Sun’s
atmosphere outflow as a function of solar latitude, which begun in Junesif@blasted to June 2009.
Up to now, Ulysses is the sole mission in the humankind on the solar polar orbit.

Currently, with almost 60 years of solar wind direct and indirect investigatie know that the
solar wind structure in latitude varies in time with the cycle of solar activity. It is atnomiform
during the solar maximum, with ubiquitous slow and dense streams, with intermittenoffleery
fast wind emerging from abrupt phenomena at solar surface. Duringpilar minimum, the slow and
dense solar wind is shrunk to a narrow band around the solar equatdhefast and rare streams
dominate the mid and high latitudes. During the ascending and descendirgg jtfidise solar cycle
the slow wind band expands and contracts, respectively. Additionallingithe last 20 years the
solar wind flux showed a secular drop. The discussion of the evolutidimedtfieliolatitudinal solar
wind structure with the solar activity over almost the three last solar cycleesepted in Paper S2,
with a comprehensive illustration in Figures 7 and 11 therein. The discugktbe secular decrease
of the solar wind flux in the in-ecliptic measurements is presented in Paper ik diustrated in
Figures 1, 2, and 3 there; a similar discussion is also present in Paper B1.

The beginning of 1970-ties also brought the first sky maps of the bagkdrLymane flux
(Thomas & Krassa 1971; Bertaux & Blamont 1971) caused by the sol#oggn Lymanz line
at 121.6 nm (Blamont & Vidal-Madjar 1971) and the observations of thegiw in the solar
He 58.4 nm line (Paresce et al. 1974; Weller & Meier 1974). As a sourbeth of them was sug-
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gested the ISN gas which enter inside the heliosphere and which resoseattigrs the photons of
solar origin and produces the observed glow (Fahr 1968; Blum & Fa$9,11970; Fahr 1974). The
observations revealed an anisotropic distribution in the sky, which ctethegth the mechanism of
glow production due to the solar radiation flux brought in the coming yearsriolgsion about the
latitudinal asymmetries in the solar wind flux, as theoretically postulated by Siuidesney (1973);
Nerney & Suess (1975). A new tool for indirect investigation of the selisad and its latitudinal
structure was established and successfully used (e.g. Joselyn & H6IZerLallement et al. 1985).
In 1996 aSOlar and Heliospheric Observato(@OHO) mission was launched in L1 pairfe.g. Lo
Galbo & Boutard 1992), with thesolar Wind ANisotropie€SWAN) instrument onboard to study the
anisotropies in the latitudinal distribution of the solar wind with the use of the Lymn&ackscatter
glow (Bertaux et al. 1995). More about the ISN H helioglow is presenteskittions 3.1.3 and the
history of the study of the heliospheric glow and its use to investigate the simdroan be found in
SectionHistorical Perspective: Insight from Heliospheric Backscatter Giowaper B1.

In addition to the remote methods for solar wind investigation, i.e., the obsersatigmerplane-
tary scintillation (Section 3.1.4) and the observations of the Lymdrelioglow (Section 3.1.3), there
are also attempts to retrieve the information about the solar wind from the whitestgr corona
images, Thomson scattering, the observations of the cometary tails, anddtaggm of the EUV
images of the Sun (especially to study the fine scale phenomena like CMEs, €¢H, but they are
out of our interest for the needs of the study. Firstly, this is becauseese wterested in a long time
series of data (on the time scale of the order of solar cycle) and in the golaalwind properties.
Secondly, because we have tried to select those indirect data sounrelhich the retrieved solar
wind data were as little model dependent as possible. We also do not diseusdrieval of solar
wind information from the investigation of cometary tails because comets are texmittent and
their distribution around the Sun is too sparse to continuously and completdly thiel solar wind
structure.

2.4 The heliosphere

The interstellar medium (ISM) in the Milky Way consists of 99% gas, neutrdliamnized, and of 1%
dust. It is composed of 70% hydrogeny~ 28% helium, and- 2% other elements by mass and is
permeated by the magnetic field. It is filled with remnants of explosions of steradikae or super-
novae. Some of the stars that were born in this medium are surroundedibigs; the astrospheres,
created by interaction of the stellar wind that expands away from thetmeenwith the surrounding
interstellar matter. The Sun’s astrosphere is called the heliosphereh(@lites which in the ancient
Greek means Sun). The heliosphere is inflated by the supersonic satbandrembedded interplane-
tary magnetic field. The Sun moves with respect to the local ISM2 km stand the interaction of
the magnetized solar wind with the magnetized interstellar matter produces an asgrsingcture
of the heliosphere, with the compressed front part (the “nose”) atr@&ised out long “heliotail” at

3The Lagrangian point or libration point; a position in an orbital configuratibtwo bodies where a small object
affected only by gravity can maintain a stable position relative to the two bodies.
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the opposite side.

The interaction of the interstellar and solar wind plasmas leads to the creatlme®eistinct in-
terstellar boundaries at the edge of the heliosphere. The first bgquniéne inside is the termination
shock which forms at about 90 AU, where the supersonic solar windsslowubsonic speed, heats,
and begins to divert away from the inflowing LISM. The heliopause,tegtat about 120 AU, is the
next boundary. It separates the slowed solar wind plasma from the @lnli3&1 material. The region
between the termination shock and the heliopause is called the inner helioghisahregion where
the solar plasma finally turns the flow direction. In the inner heliosheath theedlanwd heated solar
wind and the imbedded hydrogen PUIs react by charge exchange withinderstellar atoms and
produce ENAs. Significant portion of these ENAs move inward and catelerted by detectors in
the close vicinity of the Sun. The last boundary of the heliosphere is theshowk or bow wave (de-
pending on the not fully resolved plasma state there), which separatesgtbe of the unperturbed
LISM plasma from the region where the interstellar plasma begins to divarhdrthe heliosphere.
The region between the heliopause and the bow shasle, known as the outer heliosheath, is a
region where the secondary component of the ISN gas is expect tedtedr

The interstellar plasma is rare and the magnetic field strength is the dominace sbfwrce act-
ing on the ions. Thus the motion of the ionized component of ISM is govemeldeomagnetic and
electric fields. The neutral component of the ISM is insensitive to the madiedticand can freely
enter the heliosphere. The sampling of the ISN gas at close distances tontheilgys information
about the physical properties of the interstellar matter surrounding theTBameutral atoms also
resonantly scatter the solar radiation, producing a sky backgrouradicain the hydrogen 121.6 nm
and helium 58.4 nm lines which enables to study the distribution of H and He ineli@sphere,
respectively. The distribution of ISN H has the dominant role in the solar witegtaction with the
LISM, because it is the most abundant species. The ISN H howevegexpayience some filtration at
the heliospheric boundaries, being decelerated and heated whergfassirthe LISM into the he-
liosphere. For the remaining species, like He and heavy species, thictiurria almost negligible,
and thus they can provide information about the conditions in the pristine LISM

The distribution of the ISN gas from the LISM inside the heliosphere caralwelated with the
use of the Boltzmann equation (e.g., Equation 3.1 in Paper B1) for the paistlidation function
dependent on position, velocity, and time. The force acting on particle is#viygand, in the case
of hydrogen, the radiation pressure. The loss term on the right-haadsithe equation is due to
ionization along the patrticle trajectory. Typically, the distribution function ferl®N gas in LISM is
the Maxwell-Boltzmann distribution with the assumed bulk velocity vector and teahperof the gas
“at infinity”. In the case when the thermal speed of the atom is assumed todieless than its bulk
flow speed relative to the Sun, the gas distribution is called a cold model afigaigution, which
fundamentals were given by Fahr (1968); Blum & Fahr (1970); Ho{28i70); Holzer & Axford
(1970, 1971); Axford (1972). Under the assumption of a sphericgitysetric and steady solar wind
and solar radiation field the ISN H population is strongly depleted withth— 10 AU producing a
region called the ionization cavity.

The model of a cold ISN gas distribution provides considerable insight igdkelistribution in-
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side the heliosphere, however it is not completely adequate, becauserthaltand bulk flow speeds
of atoms in the LISM are comparable. Additionally, the LISM temperature isetém the interpre-
tation of the heliospheric observations. In consequence, the cold medetxtended by, e.g, Fahr
(1971); Thomas & Krassa (1971); Fahr (1979); Wu & Judge (19F®pmas (1978). In the model of
hot distribution the source distribution function is assumed to be a Maxwelliza particle trajec-
tories are obtained by solving the Kepler's equation. The number densibtgity, and temperature
for the hot distribution can be obtained by taking appropriate moments of ttrdodign function
with the term for the losses taken into account (e.g., Equation 3 in Papeft&thot model for the
ISN H gas distribution in the heliosphere leads to the following conclusiomesr (@ank 1999): the
calculated neutral radial velocity distribution at 1 AU is very well fitted by axiallian distribution
for a variety of directions; an asymmetry in the heliospheric neutral tempergtadient is predicted
(for upwind directions, the H temperature decreases with decreasingédlic distance, whereas
the opposite is true for the downwind direction), the ionization cavity is evighin 6 — 10 AU in
the density distribution and the cavity is elongated in the downstream direction.

Both classical cold and hot models of the ISN gas distribution in the helios@ssume that
the radiation pressure and ionization losses are constant in time. For latgecd from the Sun
the time variations are negligible, as the gravity force and the solar radiatioddlrease with the
squared distance, however at small distaneed@ AU upstream and- 40 — 50 AU downstream)
the time variation of radiation pressure and ionization rates can significdfeby éhe distribution of
the ISN gas and the ionization cavity, which extends during solar minimum aimkslduring solar
maximum. The model of the gas distribution which takes into account the solen@arability was
developed by Ruéiski (1985); Fahr et al. (1987); Runski & Bzowski (1995). The description of
the model of gas distribution that we use in our studies is presented in SectidPapén S4 and in
SectionBrief Description of the Physics of the Neutral Interstellar Gas in the Irtheliospherein
Paper B1.

The interplanetary medium is filled with the supersonic solar wind plasma andEdM ra-
diation. These two significantlyfi@ct the distribution of the particles. There are three ionization
processes that are the most important in the study of the losses for theatShhd ENAs inside the
heliosphere: (1) charge exchange with the solar wind particles, mosthynsrand alpha particles; (2)
ionization by solar EUV radiation; and (3) ionization by impact of solar windtetes. Their intensi-
ties are species-dependent and all three vary with solar cycle. Wesslideam briefly in Section 3.3.
As aresult of ionization of the particles inside the heliosphere new poputaifaharged particles are
created, which respond almost instantaneously to the electromagnetic fighéssolar wind. They
gyrate about the interplanetary magnetic field (IMF) in the solar wind franrefefence and they
experience scattering and isotropization by either ambient or self-geddoav-frequency electro-
magnetic fluctuations in the solar wind plasma. Since the newly born ions areial isotropized,
their bulk velocity is that of the solar wind, i.e., they convect with the solar wimd, fand are said to
be picked-up by the solar wind. The isotropized PUIs, which originate fiee ISM, form a distinct
population of energetic ions-(1 keV energies) in the solar wind (Zank 1999). The newly created
PUIs can drive a host of plasma instabilities in the heliosphere. The evohftiBbI distribution is
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determined by a number of processes, like primarily pitch angle scatteringraandy dffusion in
the wave field, convection and adiabatic deceleration in the expandingsotirand the injection of
newly ionized particles. The evolution of PUI distribution was first deveddpeVasyliunas & Siscoe
(1976), but in the absence of energ$tdsion, which was next included by Isenberg (1987).

The neutral component of heliospheric particles can be ionized by thedchaad slowed down
solar wind plasma in the inner heliosheath or by charge exchange with thedangtter in the outer
heliosheath and the product of ionization are the energetic neutral atdwds. B such a newly
created ENA has a velocity vector pointed towards the Sun, it can be dkfactee vicinity of
the Sun. The two populations of particles, ENAs and PUIs, can enteegubst ionization reaction
inside the heliosphere, creating next populations of particles. fiéetieeness of the creation reaction
depends on the velocity distribution of the particle population and the intensityeoionization.
Direct observation of outer-heliosphere ENAs in the vicinity of Earth reenlcarried out by IBEX
since 2009 McComas et al. (2009a, more in the next Section 2.5).

The study of ISN gas and ENAs as well as PUls from the Earth’s orbibles to remotely inves-
tigate the processes at the edge of the heliosphere and its interaction withrthenging interstellar
medium. A review by Zank (1999) gives an insight into the solar wind intenaetith the LISM. A
comprehensive reviews by Gruntman (1997) and Fahr et al. (2083gpt the significance of ENAs
for the heliosphere and interstellar medium study. Mébius et al. (20043 amaski et al. (2009) give
a review about the investigation of the ISN He and H gas inside the heliasplespectively, and
Mobius (1986, 1996) about the possibilities of PUI investigation for theystdithe ISN gas.

2.5 IBEX

The Interstellar Boundary Explore(IBEX) is a NASA mission of the Small Explorers series (Mc-
Comas et al. 2009b). Its main scientific goal is to explore the global interalstitwreen the solar
wind and the interstellar medium. IBEX was launched on 19 October 2008aredsto collect sci-
entific data at the end of December 2008. IBEX is a spin-stabilized spzerith a rotation rate of
~ 4 rpm. Its spin axis is maintained towards the Sun within few degrees. It wasHad in a highly
elliptical Earth orbit with the apogee at50 Rz (Rg is the Earth radius). For the first two and a half
years of operation the orbital period of IBEX was/.5 days, with the spin axis repointed once each
orbit around the perigee. In June 2011 the spacecraft was mapduwex long-term stable lunar syn-
chronous orbit with the apogee still50 Re but with the perigee raised from2.5 to ~ 8 Rg, which
put IBEX above the outer radiation belts (McComas et al. 2011). On theonigity the orbital period
is ~ 9.1 days, and the spin axis is repointed twice per orbit, near the perigee@aagdlee, which
divides the orbit into two arcs. The heliospheric observations are coediuwvhen the spacecratft is
above 15 R to avoid the significant foreground to the signal from the magnetospharesien et al.
2009).

IBEX has two highly sensitive ENA cameras: IBEX-Lo (Fuselier et al.®Qhd IBEX-Hi (Fun-
sten et al. 2009), which measure ENAs in the ranges b®— 2000 eV and- 300— 6000 eV, respec-
tively. IBEX-Lo has eight and IBEX-Hi six partially overlapping energyannels from- 300 eV to
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2000 eV. The energy range of the IBEX detectors is optimized to globally imiiges ifom the outer
heliosphere and thus to investigate the interaction of the solar wind with the.LTB&detectors view
in the plane perpendicular to the spacecraft spin axis, and during piscbfshe spacecraft data are
collected from a fixed circle in the sky with an angular resolutior @.5° x 6.5°. During one full
orbit, and after the orbit change during one orbital arc, a-08&° swath in the sky is completed, so
that in 6 months the full sky is covered. The resulting six-months all-sky magists of two hemi-
spheres, the so-called ram hemisphere, created from the part ofdkiessmhere the detector points
toward the direction of the velocity vector of the spacecraft, and the lgsdcanti-ram hemisphere,
created from the part of the swaths where the detector looks in the opgiositgon than the velocity
vector of the spacecraft. To obtain the full-sky ram or anti-ram map, ddlected over a complete
Earth’s orbit around the Sun are needed. In addition to H ENAs, IBBXalso measures interstel-
lar neutral atoms of He, H, Ne, O, and D (e.g. Mébius et al. 2009; Bocbslal. 2012; Rodriguez
Moreno et al. 2013) and the secondary population of the ISN He, then\Baeeze (Kubiak et al.
2014; Kubiak et al. 2016).

The detailed description of the IBEX-Hi and IBEX-Lo sensors is givarunsten et al. (2009) and
Fuselier et al. (2009), respectively, and here we present only fedottine of these instruments. The
IBEX-Hi and IBEX-Lo sensors have almost identical collimators whichraefihe instantaneous field
of view (FOV) of the sensors and are maintained at a high positive volfatf&ld/ to keep energetic
positive ions (up to 10 keV) out of the sensor. The annular diameter dBfEX-Lo collimator is
smaller and has two separate parts, one with a high angular resolution+@%°(x 3.5°), which
takes one 90azimuthal quadrant, and the other one with low angular resolution FOY’ (x 7°)
which is constructed of three 9@zimuthal quadrants. The high resolution FOV was planned to be
used to measure ISN O in the springtime. The full sensor (combined higharrédolution FOVS)
is used for H ENA measurements throughout the year and for measureofid8td O in the fall
(Fuselier et al. 2009).

The IBEX-Lo sensor has four subsystems. The entrance subsystkrmdn the annular collima-
tor that collimates neutrals to the angular resolution sectors. The ISN gas atonENAS that pass
through the collimator are converted to negative ions in the conversioystebs The conversion
subsystem includes a diamond-like carbon high yield conversion susfiaich is inclined at 15to
the sensor boresight. Subsequently, the negative ions are acceletatad electrostatic analyzer
(ESA), where the energy range is defined. The ions outside the erzgrgy of a given pre-set energy
channel are excluded. Finally, the negative ions exit the ESA and ateapoelerated to 16 kV (after
mid 2012 to 7 kV), and then are further accelerated into a multiple carbon fpie-toincidence
time-of-flight (TOF) mass spectrometer that measures the ioryomasge ratio. The TOF subsystem
effectively rejects random background while maintaining a high detecfimiemcy for negative ions.
Mass analysis distinguishes the heliospheric-origin signal from intersteltgin signal.

The triple coincidence TOF spectrometer determines the mass of the incomitmgl meoms
directly for species that are turned into negative ions at the conversitercs, e.g., H, D, and O.
Whereas noble gases, e.g. He and Ne, do not produce stable negasiier detection (Smirnov
1982), they are detectable through negative ions of H, C, and O splitene the conversion surface
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(Wurz et al. 2008). The IBEX-Lo sensor was designed and calibfatetie response to He and Ne
flux which is inferred from the observed ratios of sputtered H, C, anéll@b{us et al. 2009; Bochsler
et al. 2012; Mobius et al. 2012; Rodriguez Moreno et al. 2013; Paak €014). The sputtered H
and O atoms come from the conversion surface, which is permanentlyecowéh a thin layer of
terrestrial water, originating from the outgassing of the sensor.

The IBEX-Hi sensor is dedicated to measurements of H ENA and has a FOWb®® x 6.5°
FWHM?. It utilizes an ultrathin carbon foil to ionize ENAs in order to measure theirggniey sub-
sequent electrostatic analysis. A multiple coincidence detection scheme haimget electron mul-
tiplier (CEM) detectors enables reliable detection of ENAs in the presersigbstantial noise. In the
IBEX-Hi sensor, ENAs are ionized by transmission through an ultrathémggistripping foil which
provides a high ionization probability. In the IBEX-Lo sensor, which measthe low energy range
of ENASs, the higher ionization probability is enabled by atomic reflection fragrdibmond-like car-
bon surface (Funsten et al. 2009). The IBEX-Hi sensor was dedignd developed to maximize the
sensitivity to ENAs and minimize the noise and backgrounds. The senseidsdlinto four subsys-
tems that are sequentially traversed by the ENAs. After going through tlmaior, the ENA then
encounters the charge conversion subsystem that positively ionizztiaffi of the ENAs that transit
a foil. The ionized ENAs then enter the electrostatic energy analysis sabsywhich consists of
nested toroidal analyzer plates, each with arrays of collinear hexagioetched apertures, that
project the large entrance aperture onto a small detector subsystemagioé the inner electrostatic
energy analyzer plate sets the energy passbhand for the ionized ENAtetale detector subsystem.
ENAs entering the detector subsystem are accelerated by a bie® ¥ for increased detection
efficiency. The detector subsystem consists of three stacked cylindramabars, with each chamber
separated by an ultrathin carbon foil. Each chamber has a CEM detedtdethats secondary elec-
trons generated by the interaction of the ENA with a foil or an interior wall di@mber. An ionized
ENA can transit all three chambers and register a pulse in multiple detectoexaging a double or
triple coincidence event. The valid measurements are determined by theigwély® coincidence
combinations.

The measuring technique used in both sensors results in the energy wildéhesfergy channels
AE/E =~ 0.7. Thus, the flux measured includes the ENAs with substantiaffgréint energies. The
collimator selects the incoming atoms directly, but still the directions of the incomimgsatathin a
given pixel in the sky may dier up to 18 (from end to end). These facts must be appropriately taken
into account when calculating théective survival probability for a given pixel and energy channel.

“full width at half maximum
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3 Model of solar ionization factors

In the presented study we are interested in the neutral LISM componéetitieaed unperturbed into
the heliosphere and its derivative populations, like ENAs and PUls. Wea gaecial attention to the
modulation of the ISN gas, ENA, and PUIs inside the heliosphere due tolt#regole variability. The
solar wind and the solar EUV radiation are the most interesting components sdidr output from
our point of view. These two significantly modify the flux of the ISN gas aiNAE from the outer
heliosphere on the way from the heliospheric boundaries to the vicinity &uhe The modification
manifests as losses due to ionization by solar wind particles or solar radidalienmagnitude of
modification depends on the species and the kinematic parameters of thedlgaramvith the phase
of the solar activity because the solar corpuscular and electromagriitiion varies with the solar
cycle. The topic of the ionization processes inside the heliosphere is sigtoginly in two papers
that construct PhD thesis: Paper B1 and Paper B2. In the first oegieavron the ionization losses
for ISN H is presented, in the second one, the ionization processeantfevISN He, Ne, and O are
discussed, with additional results presented in Bochsler et al. (20€48@kot & Bzowski (2014).

3.1 In-situ and remote-sensing sampling of the solar wind

The solar wind can be investigated directly by detectors launched into thelametary space and by
indirect methods, which are very helpful in a case when continuous ifmr§iitmation about the out-
of-ecliptic structure of the solar wind is missing. There are two kinds of remiogervations which
can provide information on the global structure of the solar wind. The(frsd probably the oldest
one) is the observation of interplanetary scintillations, which has beenfosegtensive studies of
the solar wind since the 1970-ties. The second method is the investigationh&#lith&pheric Lyman-
a glow. Unfortunately, despite the advantage of sampling the solar wind aecécliptic plane,
observations from both methods are line-of-sight (LOS) integratedaamgbpropriate deconvolution
of the signal is required.

3.1.1 OMNI database

The in-ecliptic solar wind has been monitored almost continuously~atlaAU distance from the
Sun since the beginning of the space age. The observations havedneleicted by various missions
from different orbits, using various instruments, various techniques, and amgng time ranges.
For our study, the most relevant would be a long, homogeneous, atidwmrs time series with all
the data sources commonly cross-calibrated and adjusted. Such a dathacolemaintained and
released for the public by Space Physics Data Facility in Goddard Spabé Eégter. It is known as
the OMNI database (King & Papitashvili 2005). A brief summary of the OMaththase is presented
in SectionEvolution of Solar Wind in the Ecliptic Plarie Paper B1 and Section 2.1 in Paper S1.
Since 1960-ties there have been numerous missions that were eithertetkdicar supported
the solar wind measurements. The OMNI database collects solar wind nreastseerformed from
1963 and is available throudittp://omniweb.gsfc.nasa.gov/. The data come from multiple
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spacecraft (about 11 various missions are used) and before pidvliaee extensively cross-compared
and cross-normalized to a common calibration. The data sources are m@hritich data from the
Wind andAdvanced Composition ExplorédACE) spacecraft being the primary source since mid
1990-ties. The process of creation of this database is extensivelylmsby King & Papitashvili
(2005) and at the OMNI database website. Some of the spacecrafhéen@perating from the geo-
centric orbit (like, e.g., thénterplanetary Monitoring PlatformlMP) and some from an orbit around
the L1 point (e.g., ACE). The OMNI collection is intended to gather only thersmiad data, thus
extraction of an appropriate portion of the orbits, when the detectorgegerbm non-solar wind
contamination (e.g., magnetosphere), is carefully performed. The colléctiowles a high time res-
olution data adjusted at the front of the Earth’s bow shock, therefai,tp taking hourly averages,
the time-shifts of higher resolution data (it is of about minute) to the expectedet@gphere-arrival
times are done for data from the spacecraft in L1 orbits, likeltiernational Sun-Earth Explorer
(ISEE 3), Wind, ACE. The shift in time is performed with the assumption thatake svind varia-
tion phase fronts are planar on arbitrarily large extent normal to the @uth-Ehe and normal to the
ecliptic, and that they merely convect outward with the solar wind flow, assuonige radial.

Because the collection is a compilation of data from various missions, theraratem and sys-
tematic diferences between high resolution data obtained figréint spacecraft, which have to be
inter-compared and normalized. The randoffiedences may be due to many reasons, for example,
the measurements may haveételiently distributed gaps in time or there may be time shifts due to
different locations in space. Among these reasons for system#tcedices are also thefidirent
processing approaches (e.g., derivation of the flow parameters fiomitfier to measured ion dis-
tribution functions or to their moments) and the calibration factors not acaddaten the initial
data processing. Before release of the OMNI collection, an in-deptheaesagion for the dierences
between pairs of sources is performed in order to make the OMNI data bleelepresentation of
the near Earth solar wind.

There are typically two kinds of techniques to measure the solar wind param@tes uses the
Faraday Cup ion detector, as in the case of the Massachusetts Institigehofology (MIT)Solar
Wind Experimen{SWE) instrument onboard Wind, which provides measurements of thevsioldr
protons and alpha particles at engafarge range from 150 V up to 8 kV (Ogilvie et al. 1995). The
other uses the electrostatic analyzer similarly as for the Los Alamos Natiobaldtary (LANL)
Solar Wind Electron, Proton, and Alpha Monit(8WEPAM) onboard ACE (McComas et al. 1998),
which provide measurements of electron and ion fluxes in the low-enel@ywsod range (electrons:

1 to 1240 eV; ions: 0.26 to 35 keV). AGEWE is a modified version of the spare instrument of the
BAM-E and BAM-I detectors that construct ti8olar Wind Observations Over the Poles of the Sun
(SWOOPS) experiment onboard Ulysses, which handle observatiding aherggcharge from 1 to
900 eV for electrons and from 257 eV to 35 keV for solar wind ions (Baha. 4992).

The solar wind parameters included in the OMNI database are determinedibhy taoments
over the measured distribution functions (e.g., ABWEPAM, McComas et al. 1998) or are de-
termined by making nonlinear fits of the convecting Maxwellian distribution funsti@nisotropic
bi-Maxwellians) to the observed distributions (WiB8VE Kasper 2002; Kasper et al. 2006). OMNI
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involves the interspersion of moments-based parameters with fits-basedgtars, for which the
differences are subsequently partly compensated for by the cross-natmoaliaf the multi-source
data. The cross-normalization between the multi-source data was perfaiithetie use of the scat-
ter plot and regression fit interface and was done for several rungimize the sums of squares of
perpendicular distances between data points and the best fit line (thedeasé method). The linear
and logarithmié regressions were used, depending on the parameters.

It is important to note that among all highly advanced corrections and dataicgemade in the
data sets that construct the OMNI database, one is left out. The solademsities are expected to
decrease with the squared heliocentric distance on average. The ltibfipaint at~ 200 Earth’s
radii from Earth is close to 0.99 AU from the Sun. This means that the denfsayptasma ele-
ment measured at L1 should be decreased 826 when it reaches the Earth’'s magnetosphere at
~ 1.00 AU. The OMNI data do not account for this correction, because & feand that the den-
sity differences in comparing sources are typically greater than 2% (King & Plalte2005, also
http://omniweb.gsfc.nasa.gov/html/ow_data.html, http://omniweb.gsfc.nasa.gov/-
html/omni2_doc_old.html). The accuracy of solar wind parameters available in the OMNI data
collection varies with the priority data source and depends on the acooifréfoy measurement, and
thus it can vary from few to tens of percent. As an example, the unceriaititg SWE proton den-
sity was estimated as 2%, whereas at low speed, the SWE and SWEPAM deargtigrtually the
same, while at high speed, the density from Wind is onl82% of the density from ACE. And the
SWE densities are less than IMP densities by varying extent, up to2lB%, except for the slow
flows (< 350 kms1), for which the SWE densities exceed the IMP densities Hf)%. However, as
already mentioned, these systematifedences are eliminated in the process of cross-calibration of
the input data sets from individual instruments.

In consequence, we chose the OMNI database of in-ecliptic measureasethis most relevant
for the needs of our study of the modulation of ionization factors inside thespéere.

3.1.2 Ulysses

The solar wind out of the ecliptic plane from high and polar latitudes was me@gu-situ only by
Ulysses. The mission operated from 1990 to 2009 (e.g., Bame et al. 12@rivhs et al. 2000b,a).

In addition, there were also sparse measurements withi3(° off the ecliptic plane by Voyager 2
and Pioneer 1Q1, but they are short time series and are not enough to sample the dlolotlre

of the solar wind over a long time period. Ulysses data are point measurerapdtthey involve

a convolution of time, distance, and latitude variability. The polar orbit of Wdgdsad two phases,
so-called fast and slow scans. In the fast scans, the spacecragtdrfrom the south to the north
pole through perihelion~ 1.4 — 2.2 AU), which took about 1 year. In the slow scans, the spacecraft
moved away from the Sun to aphelion-ab.2 AU, sampling the north hemisphere, and subsequently
returning close to the Sun, sampling the south hemisphere; the whole slovastahabout 5 years.
Two of the fast scans (the first, in 1995, and third, in 2@008) were during very low solar activity

Slinear regressions of logarithms of parameters
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and one (in 2001) was during the solar maximum. Figure 4 in Paper S1 (als@Big.6 in Paper B1)
illustrates the orbit of Ulysses as a function of time, heliolatitude, and phasee olar activity.
Ulysses ultimately confirmed the existence of the fast solar wind flow fromdkee pegions which
was initially noticed through the IPS observations. Figure 8 in Paper S1gthe also in Figure 3.18
in Paper B1) illustrates the latitudinal profiles of the solar wind speed meahbyréllysses during
the fast scans compared with the solar wind speed retrieved from thebHeBrations. Additionally,
during the Ulysses mission a secular drop of the solar wind flux occurrédyntiue to the global
decrease of the solar wind density. The decrease in solar wind flux ied®95, as evident in the
in-ecliptic measurements presented in Figure 3 in Paper S1. The dedmgsedsn 2008 at the level
of 2 x 108 cm2s1, which is on average a half less than before the change. Due to thedtertun
circumstances, Ulysses did one solar minimum fast scan before, andtenthase changes, thus it
is possible to investigate how the change Héscded the out-of-ecliptic structure of solar wind speed
and density. Figure 6 in Paper S1 (the same in Figure 3.17 in Paper Béhtsdse profiles of speed,
density, and flux as a function of heliolatitude for all three fast scansédbelar change with a lower
density and broader range of the slow solar wind around equator i$yckisble.

3.1.3 The ISN H helioglow

The hydrogen component of the ISN gas in the heliospher@dstad by solar gravity and Lyman-
radiation pressure force. It interacts with the medium of solar origin, wieiatis to modification of
its distribution function. The solar Lymam-photons are resonantly scattered on the ISN atoms and
produce the heliospheric Lyman-glow. This glow has been continuously observed by the SWAN
instrument onboard SOHO spacecraft since 1996 (Bertaux et al, 199%). The SWAN experiment
has been dedicated to study the latitudinal anisotropies in the solar wind futharboundaries
of the heliosphere through the observations of the ISN H gas. Thewalbssis provide a full sky
maps of the heliospheric Lyman-backscatter radiation, and to interpret the data a deconvolution
of the factors the form the signal is required. Thus, the study of the sorat anisotropies via
analysis of the Lymam- back-scatter glow is a complex task. It requires a sophisticated model of
the global heliosphere and of the distribution of the ISN H in front of andlenghe heliosphere,
as discussed by, e.g., Izmodenov et al. (2013), as well as advanata afgadiation transfer in
the heliosphere (e.g., Quémerais & Bertaux 1993; Quémerais & Izmod@&d®; Quémerais et al.
2008). Some attempts were performed in the past (Kyrola et al. 1998; reival. 2002, 2003),
but they needed simplifying assumptions about the solar wind and ionizates Tdoe first results of
the analysis of the SWAN observations were promising, but they alsoleeMeeny unexpected and
unwanted features present in the data, like, e.g., non-solar backiggources. Additionally, after the
interruption of the communication with the spacecraft in 1998, a decrease setisors sensitivity
was noticed.

Furthermore, the analysis of the full sky maps data is sensitive to the locaspacecraft on the
Earth’s orbit with respect to the gas flow, which leads to annfiatts in the results, if only the ISN
gas model and the radiation transfer model are not perfect. Thus thenddyais should be performed
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together with a careful modeling of both the distribution of ISN H gas in the h@tie and the
variation in time and latitude of the solar factors, like, e.g., the solar Lymdine. In consequence,
the data interpretation requires an advance modeling similar to that develppeohddenov et al.

(2013), Katushkina & Izmodenov (2011); Katushkina et al. (201%) layock (2013); Fayock et al.
(2013). The approach also requires an advanced computation facditieal€ulations.

Additionally, the published analysis of SWAN data brings many unanswerestigns. An exam-
ple is the two peak structure of the ISN H ionization rates retrieved from theN&idta, which is still
unexplained and seems to not be physically justified (Figure 2 in Lallemeht2Q%0), since such
structure is not confirmed by the Ulysses in-situ observations (Figure &tiskkina et al. 2013). The
SWAN data are also publicly available in a form not straightforward to udeaadevelopment of the
proper software is required to data analysis and a model to data interprefdtics, after a thorough
consideration, we decided to not use the SWAN data in the development wfcalel. Nonetheless,
in Paper B1, Sectiobhatitudinal Structure of the Solar Wind and Its Evolution During the Solar Cycle
a brief review of the methods to study the solar wind structure out-of-eclipticthe use of SWAN
data is presented.

3.1.4 Interplanetary scintillation observations

The observations of interplanetary scintillations have been used forsdsestudies of the solar wind
since 1970-ties. The main data source in Paper S1 and Paper S2 wakatheirst speed derived
from the IPS observations conducted by the Solar Wind Group of InstitutSpace-Earth Envi-
ronmental Research (ISEE), formerly: Solar-Terrestrial Envirorirbaboratory (STEL), at Nagoya
University in Japan (Tokumaru et al. 2010). IPS is a phenomenon ofiitydtuctuation of the flux
from compact radio sources (same as optical twinkling, but scaled towadies), discovered by A.
Hewish in early 1960-ties, as mentioned in Section 2.3. Its connection with ldrergad parameters
was quickly realized and has been explored ever since (e.g., Hewish1&6d; Houminer 1971;
Coles & Maagoe 1972; Kakinuma 1977; Coles & Kaufman 1978; Coles #98D; Kojima & Kak-
inuma 1990; Manoharan & Ananthakrishnan 1990; Jackson et al; I188Kson et al. 1998; Jackson
et al. 2003; Bisi et al. 2010; Tokumaru et al. 2010, 2012; Yu et al520PS observations are ground-
based measurements, which, however, limits the availability of the data in thef@abesrse weather
conditions or insfficient elevation of the Sun above the horizon at the receiving antenrieoloca
The fluctuations are in a form of filiaction patterns on observer’s plane, produced by interfer-
ence of radio waves coming from a remote compact radio source (e.garjjuéath angular width
< 1 arcsec, scattered by small-scale (10-1000 km) electron density imiégalan the solar wind in
the interplanetary space. The signal appears at Earth as an intensity pattes radio wavelengths
that moves along with the solar wind. The registered signal is linearly reldatedhe scintillation of
the turbulent medium if only the scintillation is weak, it is the wave scatters only@nnikcattered
medium (Coles 1978; Coles & Harmon 1978). In a weak scintillation regime the &sproximation
can be used and thefftaction pattern can be considered as a sum of contributions scattened fro
every part of the medium that is decomposed into thin slabs perpendicula k®B. Most of the
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scattering along the LOS comes from the region of the closest approack 8uth The center of
this region is called the “P-point” and is located at a heliocentric distanceisidU, wheree is
the elongation angle formed by the Sun-Earth line and the LOS to the sodrealifEction of the
LOS outside the ecliptic plane allows to place “P-point” dtefient heliocentric latitudes and thus to
probe the heliolatitudinal structure. The scintillations observed at Eartinadelated by the Fresnel
filter function sirf (q?Az/(4x)), whereq is the wave number of the irregularitiesis the distance from
Earth to “P-point”, andl is the wavelength of observations. The Fresnel filter enables to prédoe so
wind electron density fluctuations of scale size4000 km by IPS observations at 327 MHz over a
wide range of heliolatitudes and heliocentric distances (e.g., Bisoi et &) ZDie IPS is observed at
frequencies from a few tens to a few thousands MHz, with 327 MHz asrtbemmst frequently used
currently. This radio frequency enables observations of the solaratididtances to the Sun down to
0.1 AU, and which is expected to be mostly free of the ionospheric scintillations.

The solar wind speeds are probed by IPS by applying either of two ajerest data-analysis
techniques: model fitting to power spectra (MFPS) from a single statiomoss-correlation func-
tions (CCF) produced by cross-correlating of simultaneous IPS time $emesit least two separate
stations. The MFPS method to determine the solar wind speed from single-stasiervations was
suggested by M. Bleiweiss, W. A. Coles, and S. Maagoe at the AstronbBuciety of the Pa-
cific Meeting in 1974, investigated by, e.g., Tyler et al. (1981); Scott €1883), and employed with
success by, e.g., Manoharan & Ananthakrishnan (1990); Mejia-Arebak (2015). The MFPS tech-
nique is applied to IPS flux fluctuations and an equation for spatial spectrimtensity for a wave
propagating through a thin dispersive layer of plasma in the weak scattegian is solved. The
contributions of layers along the LOS are integrated and expressed esratibal power spectrum
that depends on such parameters as the frequency of observedheaselar wind velocity, and the
apparent size of the radio source.

The second technique, multi-station, was developed by Hewish et al.)(19&équires two or
more observing sites that are locateéisiently far apart to measure thdi@rence in time of the scin-
tillation pattern from one site to another. The distances between stations iadlyyabout 100 km.
The delay in the pattern of radio intensity between the stations is estimated framéhiag for the
maximum of the CCF of the observed intensity fluctuations, which allows toelartrift speed of
the radiation pattern (e.g., Vitkevich & Vlasov 1970; Kakinuma et al. 1973; <&lKaufman 1978;
Kojima 1979). Despite the fact that the multi-station observations of the IP& fvghly developed
in 1970-ties and 1980-ties, currently only one research institute in the woniducts such observa-
tions, it is the ISEE in Japan. In several other world spread obseiesingle-station observations
are carried out: in India (Ooty Radio Astronomical Observatory, 326.2)MRussia (Pushchino Ra-
dio Astronomical Observatory, 110 MHz), Mexico (MEXican Array RadeléEcope (MEXART),
140 MHz), China (Miyun Synthesis Radio Telescope (MSRT), 232 MI$oyth Korea (Korean
Space Weather Center, 327 MHz). There are also many other stations Ii#& observations are
collected, with the most known European systems Bampean Incoherent Scatter Scientific Asso-
ciation (EISCAT) and the_ow-Frequency ArrayLOFAR), however, they are not directly dedicated
to the monitoring of the global solar wind.
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Retrieval of the solar wind speed from the IPS observations is possiliig tova relation between
the electron density fluctuation leveAlle) and the solar wind speed as a function of heliocentric
distance aa\Ne (r) o r=2v-*() wherer is the heliocentric distancée is the electron density is
the solar wind speed, and indgXr) varies with solar distance and must be determined experimentally
(e.g., Asai et al. 1998; Coles et al. 1995; Manoharan 1993; Hick &s#ac2004; Jackson et al. 2010;
Tokumaru et al. 2012). The solar wind speeds are estimated with the use ©CtH method of the
IPS data analysis. The computer-assisted tomography (CAT) method isouseconvolve the LOS
integrated signal and project the measured values on the solar s@wfgacé\ai et al. 1998; Jackson
etal. 1998; Kojima et al. 1998; Fuijiki et al. 2003; Kojima et al. 2007). TiAg @ethod used by ISEE
is a time sequence tomography. It uses a large synoptic grid of latitudesv@estington longitude
which spans multiple solar rotations. The LOSs to many sources obsernazhsecutive days are
projected on the source surface, assumed at2 (BRjima et al. 2007). This method allows to obtain
a smooth connection at the boundary longitude between adjacent rotatibenables to retrieve a
solar wind structure that persists for a few weeks and very slowly esdheen rotation to rotation.
Although the source surface is inside the region of solar wind acceleriatithe solar corona, the
final data product is the fully accelerated solar wind. The CAT analysisiges 11 solar mafge.g.,
Thompson 2006; Ulrich & Boyden 2006) of the solar wind speed eachwigaa 1° x 1° resolution
in latitude and longitude, however, the resolution of the time-dependent @seuction can be
smaller (see comments in Yu et al. 2015). The accuracy of the CAT analgsibden examined
by comparison with Ulysses in-situ measurements out-of-ecliptic and the Olstislabllection in
the ecliptic plane, and it has been shown that the IPS CAT method hafi@esu reliability and
sensitivity for determining the solar wind structure (more in Fujiki et al. 20Q8ima et al. 2004,
2007; Tokumaru et al. 2010).

ISEE has been carrying out multi-station observations at 327 MHz freguegmost continuously
from 1983. Before 1994 it was a three-station system with antennas aka@o, Fuji, and Sugadaira.
In 1994 an antenna in Kiso was added, and a four-station system wastsumtad. From 1997 the dis-
turbanceg-factor (see next paragraph) has been determined regularly atfdhe stations (i.e. in
Kiso until 2009 and in Toyokawa after 2010). The system in Toyokawauwpgraded from 2005 to
2008 to be more sensitive and it operates now as a part of the Solar Wigthtrfeacility (SWIFT;
Tokumaru et al. 2011). Next, in 2010, antennas in Fuji and Kiso wereadped to collect data simul-
taneously with SWIFT and enable highly sensitive three-station crosslation analysis. It is the
year when the solar wind speed data are missing, because not en@mgifisobservations could
be done. The highly developed and advanced IPS observations abllsciSEE very often serve
as a reference system to calibrate solar wind observations from otBatdRons. Before the system
upgrade, the ISEE IPS data were collected on a daily basis from April¢erDieer for about 30 40
selected radio sources. The IPS data are not available during wintergriorgtoid the interruption
of observations due to possible damage of the antenna operated in shae.an

The relation betweenNe andV was used to analyze the IPS data by ISEE before 1997 using the

6We further call them Carrington maps (CR-maps) because one maenpsethe solar surface during one complete
Carrington rotation.
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CAT method. After 1997, the quantity known as the disturbaptactor’ (Gapper et al. 1982), which
represents an integral afNe along the LOS, was introduced to the IPS analysis performed by ISEE
(Tokumaru et al. 2000). Thgfactor represents the relative variation of the scintillation strength with
respect to the mean levaj: = Al /Al (R), whereAl andAl (R) are the observed instantaneous and
average scintillation levels, respectively, atdis computed from the observed power spectrum of
the fluctuations (more detalils, e.g., in Tokumaru et al. 2012).

Since 1997, therefore, two alternative CAT analysis are used in ISE&ctmstruct the global
distribution of the solar wind speed. One of two CAT analysis methods asamesapirical relation
between the solar wind speed andll,, and only uses speed estimates derived from multi-station
IPS observations. The other method does not assume such a modeleandvakie data derived
from single-station measurements and speed estimates from multi-station mesgsrerhus the
IPS speed estimate is a convolution integral of the actual speedMn@long the LOS. As shown
in Asai et al. (1998) and Tokumaru et al. (2012), the solar wind speedeadl from the relation
ANe~ V™95 compares well with the results obtained from the analysis supported ipyihiee data,
except for the years of solar maximum. Therefore, the results from tfieaDAlysis using only the
AN data can be used to discuss long-term changes in the solar wind overysaiée:

The description about the IPS method of solar wind speed investigation ipralsented in Sec-
tion 2.3 in Paper S1, Section 2 in Paper S2, and SecHiistorical Perspective: Insight from Inter-
planetary ScintillatiorandLatitude Profiles of Solar Wind Velocity from Interplanetary Scintillation
Observationsn Paper B1.

"It is calledg-factoyvalugindex after‘a good proxy” for the density (Hewish et al. 1985; Bisoi et al. 2014).
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3.2 Heliolatitudinal structure of the solar wind speed and ensity

The model of the solar wind proton speed and density structure as a fun€tieliolatitude and time
is discussed in the following articles that compose this PhD thesis: Papea&t, $2, Paper B1, and
Paper M2. Paper B1 presents the motivation to develop a model of solarfavitite needs of the
global study of the heliosphere. The core model is presented in detajber B4. In Paper S2, an ex-
tension and development of the model presented in Paper S1 is discippeddix B in Paper M2
presents an approach to modify the way the solar wind density is recaestriuom the heliolati-
tudinal profiles of the solar wind speed and solar wind quasi-invariantgiindea, which finally is
discussed in Paper S2. In these papers we focused only on theaipeadar wind, assuming the
radial expansion, solar wind density decrease with squared distaneeSamhwith the mass-loading
effects neglected (e.g., Lee et al. 2009), and we assumed that the solapeguds constant with the
increasing distance to the Sun.

3.2.1 Solar wind speed

Paper S1 presents the reconstruction of the evolution of the heliolatitudioatuse of the solar
wind speed and density based on data selected from available in-situ ereasts and remote ob-
servations. The Ulysses data were selected as a reference for thevisalespeed and density out
of the ecliptic plane. The OMNI data set with the collection of in-ecliptic measunésneas used
as a reference for the latitudes close to the solar equator. The aim watio iolformation about
the solar wind speed and density out-of-ecliptic as a long, continuousiaandgeneous time series,
thus the data solely from Ulysses were ndfisient. As discussed earlier, there are two sources that
can be used as a solar wind proxy in a large scale: the IPS observatibiiseaheliospheric ISN H
backscatter glow. In the initial phase of the construction of the model bdtieaf were considered
to utilize, but finally only the solar wind speed retrieved from the IPS wastezldo further study.
Nevertheless, a sketch of the method to reconstruct the solar wind flugearsity from IPS and
Lyman« helioglow observations is discussed in the Sec@utlook: Latitudinal Structure of Solar
Wind Flux and Density from IPS and LymanHelioglow observations (A sketch of the Method)
Paper B1.

Thank to the collaboration with Munethosi Tokumaru and Kenichi Fujiki fi@&E, we were
provided with the solar wind speed retrieved from the IPS observatiorBaper S1 we used data
from 1990 to 2011 with a one-year gap in 2010 (see also Section 3.1.4).data set was next
extended to the set which begun in 1985 and ended in 2013, with the gaghsiilfey the procedures
described in Paper S2. Sections 2.3 and 3 in Paper S1 and Sections naPdp&r S2 present in
detail the IPS-based data product used in the respective models.

The solar wind speed data retrieved from the IPS observations congdial smd temporal breaks,
as illustrated in Figure 2 in Paper S2. The spatial gaps are presentbaxfdahe limitation in the sky
coverage of the sources which is due to the location of the observatititifa@t the North hemi-
sphere. The breaks in time are due to the so-called winter break in the anjgenmation. Furthermore,
the estimation of the solar wind speed for the Carrington maps with a low dateageviends to un-

42



derestimate the speed. In consequence, for further studies, we limiteddghmlodata set to those
Carrington rotations for which the spatial coverage was high enougkxample Carrington map of
the solar wind speed estimated from the IPS observations is presented i@ FiguPaper S2. The
solar wind speed retrieved from IPS observations does not exc@dd8§*, because the solar wind
model used in the CAT analysis has an upper bound at 800 knestablished based on the Ulysses
measurements of the fast solar wind.

The model presented in Paper S1 has a low resolution because, due patibkand temporal
gaps in the data, a coarse-grained averaging was introduced (thecadwgap-filling methods were
developed later in Paper S2). In the first step of the model constructioh,@R-map was averaged
into latitudinal profiles with nineteen 1®ins in latitude, with each latitudinal bin averaged over<360
in longitude. These latitudinal profiles were next averaged over all @@i@arrington rotations for
a given calendar year to get the yearly averages. Data processedthere presented by dots in
Figure 14 in Paper S1. This method of data preparation enabled to obtaie@beformation about
the solar wind variation with heliolatitude over the year and thus it fits to oursieedhe calculation
of ionization rates. In the assessment of the ionization losses we werestateomly in the general
variation of the solar ionization factors, and not in small-scale changes.

Furthermore, we wanted to have an easy to use, analytic formula to deberdmdar wind. There-
fore we approximated the yearly profiles of the solar wind speed by dytiangiecewise function
that is composed of 4 parabolae at mid- and low latitudes and 2 linear funficihe polar regions,
with a requirement that they connect smoothly. This smooth function is illustnatéidgure 12 and
defined in Equations 1,2, and 3, with the fitments given in Tables 1, 2, and 3 in Paper S1. As
illustrated with solid lines in Figure 14 therein, the resulting smooth profiles appate the data
well. In the next step of the construction of the model of the solar wind prspgerd, we calculate the
values for each CR in the interval of interest using a linear interpolationdegtwhe yearly averages.
Finally, in the last step, we replaced the equatorial band by the in-eclipticumezasnts collected
in the OMNI database, with thel(® bins replaced by the values interpolated from the adjacent bins
(0°, +£20°; more in Section 3.3 in Paper S1). Itis because we constructed the modehialihgraphic
frame, where theObin means the solar equator, whereas the OMNI data sets are in the eclipc fra
and during the year they vary insid€° in heliographic frame. The interpolation between the in-situ
in-ecliptic data placed at’Gand the IPS-retrieved data-at10°-bin smooth the information inside the
equatorial band during the year. This simplification is justified because ldrexgad is almost homo-
geneous in this latitudinal range. Additionally, to get a smooth transition overdlee we replaced
the polar bin with a value obtained from a parabola fit to the set built with the@@ 80 bins and
their mirror reflection, for each pole separately.

In the model described in Paper S2 we increased the resolution of the mauheé and in he-
liolatitude. Our main aim was to fill the spatial gaps and temporal breaks in thieariplar wind
speed data received from the IPS observations using as much of ilebkevanformation as pos-
sible. Additionally, we wanted to get rid of the assumption on the shapes oftthaliaal profiles
used in Paper S1. To realize the aims we followed the methods commonly usedaimallysis of,
e.g., geophysical, solar, in-ecliptic, and on-the-sphere data sets, itdet¢benposition into spherical
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harmonics and singular spectrum analysis. The solar wind speed dattsid are organized in Car-
rington maps and thus represent the spherical surface of the Sureriduaraged us to decompose
the data into a set of spherical harmonics and reconstruct the spatsalayagvery map by approx-
imation with the use of the spherical harmonic fm#ents, obtained from analysis of the original
and adjacent maps. The procedure is described in detail in Section 3Aparaddix A in Paper S2.
Figure 3 therein illustrates how the procedure of decomposition on sphesicaonics reconstructs
various types of spatial gaps in the data.

In the next step, we reconstructed the temporal breaks in the data witheledf tlee singular
spectrum analysis of the time series of the spherical harmonid¢Baierts obtained from filling the
spatial gaps in the previous step. The breaks in time are nearly periodiéstiijputed. Figure 5
in Paper S2 presents the time series of the selected spherical harmorficserds. The blue dots
represent the valid data, and the red dots the reconstructed valuesstiiged the analysis only to the
rank which allows for the reconstruction of the latitudinal profiles, with theitainal information
averaged out. We did so because for the needs of the ionization rat&daitbms and ENAs a
resolution of one Carrington rotation isfBaient and we did not want to bias the results by short-
lived longitudinal variations of the solar wind speed, and we do not netddak the ionization rates
on time scales smaller than one solar rotation. The details of the filling of the telnbpea&s in the
data are described in Section 3.2 and Appendix B in Paper S2. Figuredintipeesents the final
heliolatitudinal profiles of the solar wind speed for selected CRs after thefdfithe mentioned two
types of gaps.

Top panel of Figure 20 in Paper S1 and Figure 7 in Paper S2 illustrate thetiem of the
solar wind speed as a function of time and heliolatitude obtained using the melisctibed in the
respective papers. Comments on the solar wind evolution, including the phidisbetween the north
and south hemispheres, the secul@sets, etc., are also presented in these papers.

3.2.2 Solar wind density

The heliosphere is shaped by the solar wind ram pressure, which isrpamal to the product of
the solar wind density and squared speed. The solar wind proton densiitg gcliptic plane has
been measured for a long and most of the data are compiled in the OMNI skatdlize out-of-
ecliptic measurements are solely available from Ulysses. However, thevgoldrdensity out-of-
ecliptic can be obtained from the indirect observations of the heliospt&xidd glow and also from
the IPS observations (e.g., Houminer & Hewish 1972, 1974; Tappin 19i8&; & Jackson 2004;
Jackson & Hick 2004). There exists a nonlinear relationship betweenulkedbnsity and the IPS
scintillation level that has been widely and successfully used to study tobéatiog structures and
CMEs as described in the review by Jackson et al. (2011) (see alsdaekson et al. 1998; Tokumaru
et al. 2007; Bisi et al. 2009, 2010; Fujiki et al. 2014). However, in study we used from the IPS
observations only the solar wind speed estimation, because the assedsmtiietslensity were not
available in the time of model development. We also did not evolve the model oétisityl retrieval
from the IPS data and instead we developed a supplementary techniqueutateathe solar wind
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density with the use of the solar wind speed.

In general, the solar wind density does not directly correlate with the spapdcially in the
ecliptic plane, where dierent streams of solar wind flow mix. Figure 8 in Paper S2 presents the re-
lation between the in-ecliptic solar wind proton density and speed at 1 AUl lmesthe OMNI data
set. The relation is crescent-like in shape, with a broad range in spelewfdensities. This property
impedes an unambiguous derivation of the density based solely on the Bpgdtlysses measure-
ments revealed some approximate relations between these two parametéog. dritemiddle panels
of Figure 6 in Paper S1 illustrate the solar wind speed and density meagutdgidses during the
fast latitudinal scans. Those fast scans show that the solar wind isifadbow density at the higher
latitudes during minimum of solar activity, and slow with greater density aroumddahptic plane. A
similar trend was also present in the data during the solar maximum, but with stbdease flows
spread over all latitudes. This slow-dense and fast-rare featuremgsal us to derive an approximate
analytic formula to calculate the solar wind density based on the solar wind.spee

We took the data from Ulysses fast scans for the solar minimum and fit a tiglagion to each of
the two sets. The relation for the scan during the maximum of solar activity &asd as an average
of the codficients obtained from the fit to the previous two. At the end we arbitrarily setithe
ranges for application of the respective formulae. The derived foemaa be used only to retrieve the
solar wind density on a time scale not finer than CR average. The predsdiescribed in Section 3.2
in Paper S1. Figure 17 and Figure 18 present the data with the fitted relatidrtfie goodness of
reconstruction of the density for the second fast scan during solar maxireapectively. Having the
linear relation to calculate the density as a function of speed and the heliolatitpdifiles of the
solar wind speed for each year we were able to calculate the heliolatitudadidég of the solar wind
proton number density, which are presented in Figure 19 in Paper Sle laghstep of the model
construction, we replaced the equatorial band by the OMNI measurenmehts@aced the10° and
+90° bins by proper interpolation the same as in the case of speed. As will beskstlater on, such
a simple and phenomenological method gives results that compare with threatioges surprisingly
well.

The method to retrieve the solar wind density presented in Paper S1 wollkBmiae time
ranges used to derive the density-speed relations on CR time scaletudatety, the Ulysses mission
ended in 2009 and since then the modeling of the solar wind density as a fuotkiitude has been
challenging. In Appendix B in Paper M2 we discuss a new method of solaf ggiltulation with the
use of solar wind quasi-invariants in latitude. There are two alternativetitjea that approximately
do not vary with latitude and track only the changes in time. They are the sivldidynamic pressure
and the solar wind thermal advection energy flux. They are defined iatlegg 3 and 4 in Paper S2,
respectively. Both were inferred from Ulysses measurements by Mc€etrad. (2008) and Le Chat
et al. (2012), respectively. A comparison of the two quantities, calculatethe ecliptic plane at
1 AU, is presented in Figure 9 in Paper S2. The latitudinal invariant of tlae wind, which depends
on the speed and density of the flow and is known from in-ecliptic measutsnugether with the
profiles of the solar wind speed in latitude, enables to calculate the solar emsitylas a function of
heliolatitude, as defined in Equation B2 in Paper M2. In Paper M2 we chessotar wind thermal
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advection energy flux to calculate the solar wind density from 2012.5jkgépe method developed
in Paper S1 for the previous years. In Paper S2, we used the new nietbed on the solar wind
latitudinal invariants to calculate the solar wind density for the whole studieiddgeDetails are
described in Section 5, and the resulting profiles for selected yearsemenped in Figure 10 therein.
The bottom panel of Figure 20 in Paper S1 and Figure 11 in Paper S2 atkigiie variation of the
solar wind density adjusted to 1 AU as a function of time and heliolatitude calculatiedhe use of
both proposed methods.

3.2.3 Comparison with in-situ measurements

Section 5 and Figure 22 in Paper S1 and Section 6 and Figures 12 and aBan$2 present a
comparison of the respective models with the in-situ measurements from theebllygasurements
out of the ecliptic plane and the data collected in the OMNI database in the ecligtie. Both
models reconstruct the solar wind speed measured by Ulysses very spatialy during the low
solar activity. The good result of the comparison confirms that the dategsmmg we introduced
does not bias the data. The coarse-grained yearly averaging fitsllas wWe Ulysses data as the
high resolution model with the reconstructed gaps in the solar wind speeftraatédPS. The main
differences between these two models of the solar wind speed is the scalatdnsipresent in the
final time series. The series presented in Paper S1 are, due to the asagiray, more smooth and
trace only the general trend of the solar wind evolution. The series inr Bgpat the scale of CR
follow the solar wind variations with higher precision.

Both models are less precise for the times of higher solar activity. This caaused by the
difference in the technique of solar wind sampling between the in-situ and renseteations. While
Ulysses made point measurements, the IPS observations are the LOSt@utegrservations and
collect data from a much broader region. During solar maximum various typquickly varying
solar wind sources are spread all over the solar surface, and trentaslow streams are present at
all latitudes. Thus point measurements, like those from Ulysses, giveriafmm specific only for a
given location, whereas IPS samples along the LOS and averages sigrthk The latter technique
is better suited fore more regular shapes of solar wind profiles. Theref® mentioned in Tokumaru
et al. (2010), the IPS reconstruction of the solar wind speed is slightlyr fettéhe solar minimum
than the solar maximum conditions. The uncertainty of reconstruction of the wnd speed in
the two presented models, based on the comparison with Ulysses data, is Qb tu8ng solar
maximum and less than 10% for the remaining phases of the solar activity.

The reconstruction of the solar wind density based on the solar wind latitugliaai-invariants
is better than that from the phenomenological formula derived from Wyfsst scans, as presented
in Figure 13 in Paper S2. The new method traces the variations in the Ulysasanements with a
higher accuracy, especially after the activity maximum in 2000. Again, thdtref the comparison
for solar maximum is worse than for solar minimum, and this is due to the same seasdor the
speed. Additionally, the method of calculating the density from the speedhtit@ribe discrepancies
in the speed reconstruction to the reconstruction of the density.
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In the model presented in Paper S1, the equatorial band of speedrasity deere replaced with
the CR averaged series of solar wind speeds and densities from the @dt¥ase. This replacement
was introduced to increase the accuracy of the model for the ecliptic pliees most of heliospheric
measurements are carried out. In particular, IBEX observes the ISMagaghe ecliptic plane, and
the atoms are exposed to the most intense ionization shortly before the deteetjanainly by the
low latitudes solar wind streams. In the Paper S2 model we do not adjustahérfie series to the
OMNI data set, because our main goal was to fill the gaps in the solar wired gjz¢a from IPS
observations.

As the comparison with the OMNI time series in Figure 12 in Paper S2 shows hagitbement
between the in-ecliptic series start to diverge about 2010. The reasstims diference is not resolved
yet, but it may be either IPS or OMNI related. It can be either due to the erabidlation between
the solar wind speed and the density fluctuations, which had been rethief@e the onset of the
secular changes in the solar wind flux, or because the solar wind islhoa&eelerated at the dis-
tances sampled by the LOSs, or the other, still undetermined reasons. iRgsobse discrepancies
is beyond the scope of this thesis.
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3.3 lonization processes inside the heliosphere

There are three main ionization processes for the ISN species insidditisphere that account for
the total ionization rate: (1) ionization by the solar EUV radiation (photoionia@ti@) ionization by
charge exchange with solar wind particles, and (3) ionization by impadilaf wind electrons. In
addition to the ionization factors for the ISN species, tifeative acceleration by solar gravity and
radiation pressure forces have to be added as another modulatingTaetgolar radiation pressure is
effective only for H and D and can be neglected for He, Ne, and O (e.g1P&19; Wu & Judge 1979;
Rucihski 1985; Bzowski et al. 2013b). Figure 3.17 in Paper B1 and FitjumePaper B2 present the
times series of the rates for ionization processes at 1 AU and their contriliatibe total ionization
rate for H and He, Ne, O, respectively. Additionally, the bottom right panEigure 1 in Paper B2
illustrates a comparison of the total ionization rates for the four discussetesgor almost two solar
cycles.

In our studies we restrict the reconstruction of the ionization rates to CR@ge® The argumen-
tation for selecting this resolution in time is given at the end of Section 3.1 in B&pén brief, the
solar wind output varies on time scales from minutes- tthl years. The ISN gas atoms and ENAs
travel from the source region located at approximately 100 AU from timefi®m months (the fastest
ENASs) to dozens of years (the slowest ISN atoms). The rate of ionizaépartls on the distance
from the Sun and decreases lik& with solar distance for charge exchange and photoionization,
and faster than~2 for electron impact. Thus, the ISN atoms and ENAs are exposed to the ffaust e
tive ionization at the distances to the Sun of the order of a few AU befdectien. An example is
presented in Figure 3 in Paper B2 for the discussion of the electron impézation. The integrand
function for the ionization losses increase rapidly at small distances to thioGariew months be-
fore detection. Thus, the information about the ionizing conditions at a fee/ligfore the detection
is the most important. The averaging over the CR means in practice smoothintheshort-scale
variations in the solar output. In a result of this procedure the real condifa the most important
part of the orbit can be taken into account without a proper cautionwighbut continuous moni-
toring of the solar wind short-scale output along the atom trajectory, it is isiplesto account the
short-scale ionizationffects properly, and the averaging seems to be a reasonable solution.

The distribution of ISN gas in the heliosphere has been extensively studile Laboratory of
Solar System Physics and Astrophysicge late 1980-ties (e.g. Riaski & Bzowski 1995; Rudiski
et al. 1996; Fahr & Ruéiski 1999; Bzowski 2001; Ruiski et al. 2003). In the software developed
to model the distribution of the ISN gas and its population inside the heliospheneathel of pho-
toionization had been simplified. It was due to the lack offacently long set of homogeneous and
continuous data. In this dissertation we construct a composite model of theiqhization rates in
the heliosphere using the available direct and indirect measurements.

3.3.1 lonization by solar EUV radiation

lonization by the solar EUV photons is the mo#ieetive source of losses for the ISN He and Ne
and is of second importance for H and O. It is caused by the solar EUti@d of wavelenghts
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shorten than 91.2 nm for H, 50.4 nm for He, 57.5 nm for Ne, and 91.1 m@ fevhich corresponds
to photon with energies greater than 13.6 eV, 24.6 eV, 21.6 eV, 13.6 géatbgely. As a result of

the photoionization process, which is an interaction between a neutral ata BUV photon, a

singly ionized ion (PUI) and a free electron are created. The intensithatopnization varies in

time during the solar cycle because the distribution of the EUV radiation sbarcthe solar surface
changes with the solar activity. Studies by Aucheére et al. (2005a,b) dfi¢hié 30.4 nm solar flux

suggested that the photoionization is expected to vary with heliolatitude, with&pole-to-equator
ratio and that some north-south anisotropy can exist, but this result et investigation.

The photoionization rate is calculated from integration of the solar spectraiiflltiplied by the
cross section for ionization over an interval from O up to the ionization limidsvavelength (Equa-
tion A.1in Paper B2 and also Equation 3.21 in Paper B1). Among the crassreefor photoioniza-
tion available in the literature (e.g., Samson et al. 1994; Verner et al. 198&dpa& Stolte 2002),
we selected the cross sections for non-relativistic objects given byadytiariormula in Verner et al.
(1996), which are interpolated and smoothed over resonances. FidlireAppendix A in Paper B2
illustrates the cross sections for photoionization for the species we stigleitiaction of energy and
wavelength.

In our study we were interested in reconstruction of a long, continuoushamogeneous time
series of the photoionization rates for He, Ne, O, and H. The regularurezaents of the solar
spectrum in EUV are available from 2002 froimermosphere lonosphere Mesosphere Energetics
Dynamics(TIMED) mission (Woods et al. 2005). This time range was not enoughhsistudy of
survival probability of ISN gas in the heliosphere, especially for theysaidHe, which bulk atoms
travel from the source region to the Sun for a few years. To study tRNeH& observations made
by IBEX-Lo (Bzowski et al. 2012; Bzowski et al. 2015), as well as Warm Breeze (Kubiak et al.
2014; Kubiak et al. 2016), the reanalysis of the Uly#SésS measurements (Bzowski et al. 2014;
Wood et al. 2015), and the review study of the historical and pres@éhti&sampling (Frisch et al.
2013, 2015), a time series as long as possible was needed. We develmpeskries based on the
direct measurements of the EUV spectrum and a series of solar EUV grdie EUV proxies are
usually single UV lines (like lines of ionized Mg, C, O, Fe or Lymapthat trace the solar cycle
variations typical for a wider range of the EUV spectrum. Also an integral short interval of the
EUV spectrum, if constantly observed, can be used as a proxy, like theunee@ents from th8olar
Extreme Ultraviolet Monito(SEM) on theCharge, ELement, and Isotope Analysis Sy{eHLIAS)
of the Solar and Heliospheric Observato(OHO) spacecraft (SOHOELIAS/SEM). Sometimes
the sunspot number series are used as a EUV proxy, but due to daubsreconstruction of the long
time series (e.g., Clette et al. 2014) we do not use them in our study. TheEdVgroxies used to
the reconstruction of photoionization rates was selected after a caredstigation of the literature
(e.g., Floyd et al. 2002; Dudok de Wit et al. 2005; Floyd et al. 2005;dBude Wit et al. 2008;
Tobiska et al. 2008; Dudok de Wit et al. 2009) and available data setsirlanalysis we do not use
proxies that were developed based on other available EUV proxies k& r M10.7 (e.g., Tobiska
et al. 2008), because, firstly, they are based on the correlations wih otore fundamental proxies,
and secondly, they were developed before the issues with the BTHOAS/SEM and composite
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Mall¢w were identified (Wieman et al. 2014; Snow et al. 2014).

The set of EUV proxies we selected to the reconstruction of the histomcabnization times
series for He, Ne, O, and H contains: solar 10.7 cm radio flux, F10.ViliGmn 1969; Tapping 1987,
2013), ionized magnesium line core-to-wing ratio index, MgiHeath & Schlesinger 1986; Viereck
& Puga 1999; Snow et al. 2014), and solar Lymatine flux (Woods et al. 2000). As direct measure-
ments of the solar EUV flux we used the first order and central ordefriiax SOHQCELIAS/SEM
(Hovestadt et al. 1995; Wieman et al. 2014) and the Level 3 data setf@Solar EUV Experiment
(SEE) instrument onboard TIMED. Details of the data selection and thegsaif reconstruction of
the photoionization rates for ISN gas are presented in Appendix A in B2pand SectiofPhotoion-
izationin Paper B1, and also in Sokét & Bzowski (2014). Here, we restricselves only to a brief
summary.

3.3.1.1 F10.7

F10.7 is the longest data set among the EUV proxies after the sunspot milinid@ ground-base
radio observations which has been almost continuously collected from I%4 long time series,
collected using well calibrated instruments, makes them a good proxy tosteeciithe past pho-
toionization rates. The F10.7 index is an indicator of the solar emission at tredemgth of 10.7 cm
from sources present on the solar disk. The measurements at this mgatiegesensitive to the condi-
tions in the upper chromosphere and at the base of the solar coronagiparthof the Sun where the
EUV emission is released, and thus is a good index of the level of solaitadt¥0.7 is a measure
of the solar flux density in a 100 MHz-wide band centered at 2.8 GHz angiressed in solar flux
units (1 sfu= 10022 W m™2 Hz™Y).

The flux is a sum of three components, categorized on the basis of theqrctéstic scale of
variation in time: a rapidly-varying component contains emissions that vaey tomescales from
the second-minute range to an hoRrdomponent), a slowly-varyingS(component), and a quiet,
base level Q component). These components come up due fterént processes, which may be
differently distributed over the solar surface, and which vary with time indegrelyd The princi-
pal emission mechanisms are the thermal free-free emission from the cipfeen@snd corona, the
emission from concentrations of plasma supported in the chromospheosi@m by active region
magnetic fields, and emission from the thermal gyroresonance overasngfso some nonthermal
emission is expected. THRcomponent typically comes from bursts, and @ieomponent from the
overall background emission. The total emission from the whole solar dig¢hmaa vary in intensity
from seconds to years. It features transient emissions from flaremganilliseconds, bursts with
typical timescale of minutes, active regions, and decay of the nonthermaliemigom electrons ac-
celerated by flares and trapped in coronal loops, which both can esoltimescales of hours, days
or months. They also change in intensity on timescale of years, with an iecaedsthe following
decrease of activity over the solar cycle.

The observations of the total emission in 10.7 cm are performed by graselrhdio telescope
a few times per day during specific 1-hour intervals and the data proddatlysobservations for a
given hours in a day, not daily averages. According to Tapping (R@i@accuracy of F10.7 values is
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1 sfu or 1% of the flux value, whichever is the larger. For the needs afathstruction of the model of
photoionization rates we use the F10.7 time series released by the Natioaai®maed Atmospheric
Administration (NOAA), which are the measurements from the stations in Pen{jo&dare 1990
also from a station near Ottawa, more in Tapping (2013)), conducted bydhenion Radio As-
trophysical Observatory (DRAQ). This data set is a homogeneous sdridservations since 1947,
with the series adjusted due to a change of the observing antenna (materaboalibration of the
F10.7 measurements can be found in Tanaka et al. (1973) and in thef dd&AA time series in
dataset-description_penticton.pdf®). We use the data set with the noon observations each
day adjusted to 1 AU.

The F10.7 flux correlates well with the photoionization rates and other Ed¥igs on the CR
time scales, however the correlating function is a power function of the RIL& With the power
ranging from 0.5 to 0.7. The nonlinear correlation between F10.7 and kweESgdV flux rose ques-
tions about the applicability of this proxy for the reconstruction of the EUY, fespecially for the
SC 23 and SC 24 and the reality of the lower level of the solar minimum in that timeGbaan
et al. 2011; Dudok de Wit et al. 2014; Svalgaard & Hudson 2010). cftanges in the correlation
between the F10.7 flux and the EUV flux may be due to changes in the salioadutput or due
to calibration adversefiects (e.g. not corrected degradation of the sensitivity) in the instruments tha
provide the EUV radiation data.

3.3.1.2 Mgllgw

The Magnesium Il core-to-wing ratio (known as the Mgjl index) is commonly considered as a use-
ful proxy for the solar EUV irradiance. Itis calculated as a ratio of thghiness of the solar spectrum
at 280 nm to the average of the solar spectrum at either side of 280 rath(B&chlesinger 1986). It
can be considered as a ratio of the chromospheric contribution to the phetascontribution. The
Mg Il emission is a doublet, with theandk lines at 279.56 and 280.27 nm, that lies at the bottom of
a broad absorption feature. The ratio of the peak of the fully resdiadlk lines to the background
near the lines varies over the solar cycle.

The Mgllw intensity ratio shows a strong correlation with the solar UV irradiance in thgeran
from 150 to 450 nm and can serve as a proxy for photoionization ratesa space-borne measure-
ment, collected by various instruments almost constantly from 1978. The.Mghdex is a ratio
of two absolute measurements made using the same detector and, in consegusralmost in-
sensitive to the degradation of the instrument. Thboratory for Atmospheric and Space Physics
(LASP, University of Colorado at Boulder) collects data from varioussueements and creates a
composite time series of Mgljly after a careful cross-normalization (see, e.g., the review by Snow
et al. 2014). We used the composite time series prepared by LASP in theuotios of the model
of photoionization rates described in Paper B2 and Paper B1. Howeaven the model had already
been completed, we noticed that the correlation between the:Mghdex and other EUV proxies
start to diverge after the solar minimum in 2008 and, furthermore, thegdimee was increasing in

8This document is available &tp: //ftp.ngdc.noaa.gov/STP/space-weather/solar-data/solar-features/-

solar-radio/noontime-flux/penticton/documentation/.
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time. In the result of a private communication with Martin Snow from LASP, weavirgformed that
the measurements from one of t8®Lar-STellar Irradiance Comparison Experimg¢SOLSTICE)
detectors onboard tHfeOLar Radiation and Climate Experimgl@ORCE) mission (Rottman 2005)
required correction for the instrumentdfexts (Snow et al. 2014). However, the data from SORCE
stopped to be updated in 2013 after the breakdown of SOLSTICE insttumen

In consequence, we change the source of the dgltomposite time series and start to use
the composite Mgl series conducted by the University of Bremen (Weber et al. 1998; Webe
1999; Skupin et al. 2005h¢tp://www.iup.uni-bremen.de/gome/gomemgii.html)). In this se-
ries, the data for SC 23 and SC 24 come from @lebal Ozone Monitoring Experime(GOME)
and theScanning Imaging Absorption Spectrometer for Atmospheric CHartbf&pCIAMACHY)
missions. The Bremen Mgll, composite series are complementary to the composite LASP series.
The composite series has gaps due to the lack of measurements, which dreifil@ther EUV
proxies, like e.g, F10.7 data. There are also other series of the Mglata, like the composite series
published by NOAA, however they contain data only to 2009, and thus mimtefit to our needs, as
for the composite photoionization rate model we were interested also in theevest data.

3.3.1.3 Solar Lymane

The total flux in the solar Lyman- spectral line is measured as the spectral flux integrated over
a 1 nm interval from 120 to 121 nm (Woods et al. 1995, 1996; Woodé @080). The Lymarnz
radiation is formed in the chromosphere and transition region of the solar @ateras similarly as
other EUV proxies. It is strongly correlated with the solar EUV flux in the &@nd responsible
for photoionization for H, He, Ne, O, and therefore it is a good candiftata proxy. It is a space-
born measurement, collected by instruments on various spacecraft almtisiuously from 1977.
In our studies, we used a composite series created by LASP, which is sethpb measurements
from various instruments, cross-normalized to common scale. The adjustfrtbiet measurements
to the common scale is required when the composite series is created to docalifierent levels
of sensitivity of diferent detectors (see more in Pryor et al. 2013; Quémerais et al. Fid@e 3.1
in Paper B1 presents the components of the LASP composite Lyntane series. The gaps in the
composite Lymane series are filled with the other EUV proxies, like Mgl} and F10.7 data.

In our studies we use the composite Lymaitine to reconstruct the photoionization rates for hy-
drogen Paper B1 and oxygen Paper B2, and to assess the radiatisarpracting on the H ENA in-
side the heliosphere, which we calculate based on the formulae develppathibpolski & Bzowski
(2009). The Lymare series are used to calculate the survival probabilities for H ENA flux fatligw
the approach given by Bzowski & Tarnopolski (2006); BzowsKid&). The importance of the solar
Lyman- for the physics of the ISN gas in the heliosphere is given in Se&amtiation Pressure and
Its Variationsin Paper B1.

3.3.1.4 SOHQCELIAS/SEM
The SOHQCELIAS/SEM has been monitoring the solar spectral flux at short wavelenghtslfe96
(Hovestadt et al. 1995). SEM is a transmission grating spectrometer whaunes the absolute solar
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EUV flux in two bandpasses: 0.1-50 nm at the central orderahdm within the 30.4 nm Hell line
at the first order. The central order measurement provides a direxgumeeof the solar EUV flux
relevant for ionization of the neutral He at energies beyond the ioniztitreshold at 24.6 eV. The
sensor was calibrated a few times by rocket flights (Didkovsky et al.)2fidtherefore considered as
well-calibrated. However, an analysis we have made (Sokoét et al. 26m8aed unexpected trends in
the correlation with EUV proxies, like, e.g., F10.7. The suspicions werérowed by Wieman et al.
(2014), who published an important correction needed in the SEM absallibeation, which forced
us to revise the photoionization rate model for helium published in Paper B2eaface it with the
new model, described in Sokét & Bzowski (2014).

3.3.1.5 TIMED/SEE

In 2002, with the launch of the TIMED mission, the direct, continuous, longrteneasurements

of the solar spectral flux in a broad wavelength range with high resoluasrblegun. TIMED was
launched on a circular orbit at 625 km from Earth. The SEE instrumensunes the solar spectral
irradiance from 0.5 to 194.5 nm in 1 nm intervals (FUV, EUV, XUV) and its Fi®W% 12° (Woods

et al. 2005). In the normal operation mode, SEE observes the Sundat alminutes every orbit
(with the orbital period of TIMED of~ 97 minutes, 14-15 measurements per day are usually ob-
tained). During each 3-min observation, SEE obtains twenty 10-s integsafibie accuracy of daily
measurements ranges from41@0% (Woods et al. 2005). A suborbital (sounding rocket) payload is
flown approximately once a year to help maintain the TIMEBE absolute calibrations.

TIMED measurements fill the “EUV hole” in the continuous measurements obiae spectrum
at short wavelenghts (shorter than 115 nm) (Figure 2 in Woods et &) 200e primary mission goal
is to characterize the sources of energy responsible for the thermetusérwf the mesosphere, the
lower thermosphere, and the ionosphere, but the spectral rangsearfvabions brings data essential
for astronomical studies. The accuracy goal for the SEE data is 2@%hameasurement precision
goal is 4%. The SEE experiment includes two instruments that together raghsusolar vacuum
ultraviolet (VUV) spectral irradiance from 0.1 to 194 nm. The EUV Gratipg@&rograph (EGS) is
a normal incidence Rowland circle spectrograph with a spectral rangé @f 194 nm and 0.4 nm
spectral resolution. The XUV Photometer System (XPS) includes nine sKichhphotodiodes with
thin film filters deposited directly on the photodiodes. This XUV photometer sasutes the solar
irradiance from 0.1 to 27 nm with each filter having a spectral bandpaaisaft 7 nm. Because of
the malfunction of the XPS filter wheel, from day 205 of 2002 a spectralfigap 11 to 27 nm is
present in the SEE observations. This gap in the publicly available data ishill¢he SEE XPS
0.1 -7 nm channel, used as a proxy that is based on the earlier measurem8aE bYS, and data
from SORCE XPS, which is almost identical to TIMED SEE XPS.

Two data products from SEE are available to study the ionization procésset3 and Level 3A.
The SEE Level 3 data are daily-averaged solar spectral irradiarnitesemoved flares. The SEE
Level 3 data product is generated by combining the EGS and XPS LegsURs with the EGS used
longward of 27 nm and XPS shortward of 27 nm. The Level 3 produdtides the solar spectrum
at 1 nm intervals on 0.5 nm centers frond 6 1945 nm, with the irradiances of 38 emission lines
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extracted from the EGS spectrum and with the background continuum eginas well as the irradi-
ances from the individual XPS photometers. The orbit averages@are3drmin observations with a
repeat rate of about 97 minutes, that is with the duty cycle of 3%. The Bévéhta is an observation-
averaged product with a 3 minute resolution in time and the flares are not removed because only
few of them are observed by SEM in its duty cycle for solar observatiimsonstruct the photoion-
ization rates we used Level 3 data, which are corrected for atmosphsacpdion and instrument
degradatioh The removal of contribution of flares makes this data product suitablefigrterm
climatological study, as well as for the studies of modulation of ionization ratdeimeliosphere.

The flux is scaled to the distance of 1 AU from the Sun.

3.3.1.6 Construction of the photoionization rate model

Section A.1 in Appendix A in Paper B2 and Sectidhotoionizationn Paper B1 present the algo-
rithm to reconstruct the long-term, continuous, and homogeneous time @ipiestoionization rates
for ISN He, Ne, O, and H inside the heliosphere that we developed. Wereriefly describe the
procedure.

The primary data set was the TIMED time series. In the papers mentioned, theatigeof the
TIMED data was restricted to 26 and 73 first CRs for He and Ne, and Hoandspectively. This
decision was made as a result of a suspected unaccounted degraéithieT WMED/SEE detector
after the comparison with the SOHCELIAS/SEM data for the time of model development. The data
set of the second priority were the SEM measurements, which due to itsspacge are best suitable
for the study of photoionization for He, but also are useful for othé $8ecies. Unfortunately, after
the model completion, Wieman et al. (2014) pointed out that the SEM data sheullised and
confirmed our suspicions from our earlier analysis (Sokét et al. 20 Ratunately, the questions
about the SEM data do not heavily bias the total ionization model for H, NeQabut can fiect He.
Accordingly, we revised the model of long-term photoionization rates ®delscribed in Paper B2
in Sokét & Bzowski (2014) (see more in the next section).

In the composite photoionization rate model presented in Paper B2 and BPhpesystem of
proxies after cross-normalization and cross-calibration was used doyaérs before the TIMED
and SEM time series. First we used the Mgjl index, and next the F10.7 index, which enabled
to reconstruct the data back to 1947. Additionally, for reconstruction efptiotoionization rates
for H and O, we used the Lyman-series, which together with the SEM series correlated with the
photoionization rates obtained directly from the TIMED spectra better th&vh &ia alone. When
more than one proxy was available for a given time interval, we construcgetbtiization model
using several proxies. In lack of more than one proxy available, we tiseonly proxy available
(e.g. F10.7). For each set of proxies a correlation between this pruktha ionization rate obtained
from TIMED observations was searched. We calculated the photoiomizaties for given species
by integrating the TIMED daily spectra multiplied by the cross section for axgivavelength, as in
Equation A.1 in Paper B2. For the time interval out of the range of the TIM&{2 det (forward and
backward in time), we constructed the photoionization rates using the SEMudc@taUV proxies,

9ftp://laspftp.colorado.edu/pub/SEE_Data/level3/README_SEE_L3_011.TXT
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but we proceeded in afiierent way for He and Ne, and for H and O.

In the case of He and Ne, we linearly correlated the daily SEM first anttaterder flux se-
ries with the daily photoionization rates calculated from TIMED measurementgamndhe formula
which enables to calculate the photoionization rates from the SEM data (Egyéafion Paper B2).
In the next step, we calculated the CR averages from the daily photoiomizat® series obtained
from the SEM data. Based on the SEM and TIMED data we were able toseaonthe photoion-
ization rate time series for the whole SC 23 and the beginning of SC 24. Tefattend the model
backwards in time, it is before 1996, we correlated the previously calduGReaveraged time series
with other proxies. Because the core relation between the proxies antidt@gmization rates are
worse on a daily timescale (as evident in Figure 3 in Bochsler et al. (2044 )lecided to build the
proxy-based part of the model on the CR averaged time series. Firsgegleautsum of CR-averaged
series of a composite series of the Mgjl index from LASP, available from 1978, and the F10.7
flux. The reconstruction was better for the Mgll series supplemented with a power law function
of the F10.7 series (Equation A.3 in Paper B2). Finally, we used the F10eX odreconstruct the
photoionization times series back to 1947. These studies showed that, irséhefdde and Ne, the
best relation to reconstruct the photoionization rates with the use of the irt@x is a power law
relation with a power about 0.5 (Equation A.4 and Table A.3).

In the case of H and O, we constructed the composite photoionization ratediffierant way,
mainly because the initial set of TIMED data selected to the analysis was |tragethe set used
in the case of analysis of He and Ne. In the first step, we calculated thev€Rgas of the daily
photoionization rates obtained from the integration of the TIMED measuremiaritge next steps,
we correlated these CR averages with the sum of CR averages of the &&Mrdl the composite
Lyman« series from LASP. We supplemented the correlation function with the Lyenéime se-
ries using a linear relation, which gave the best reconstruction, andriee fem SEM as a power
law function, as indicated in Equation 3.23 in Paper B1 and Equation A.5 irr B2p&\Ve used the
CR-averaged time series, because there is no clear correlation betweesethdata on the daily
timescale. For the time interval when the SEM data were not available, wdated¢he CR aver-
ages of the photoionization rates from TIMED with the CR averages of timpasite MglL,, index
from LASP. Our studies showed that for H and O the best reconstruistisien the Mgl in-
dex is correlated linearly with the series of photoionization rates, as esqués Equation 3.24 and
Equation A.7 in Paper B1 and Paper B2, respectively. In the last stefhddime interval before
1978, we calculated the photoionization rates using the correlation betwe&@Rtlaverages of the
photoionization rates obtained from TIMED and the F10.7 index. The ststi@sed that the best
relation to reconstruct the photoionization rates for H and O is when the FI&X imagain a power
law relation with a power about 0.5 in the case of H and about 0.7 for O (Equa.25 in Paper B1
for H, and Equation A.8 for O in Paper B2).

With the use of direct solar EUV spectra measurements and a set of EXiépree were able
to construct a homogeneous, continuous, and long time series of pho&tionizates for He, Ne, O,
and H inside the heliosphere going back to 1947. Each series of praxgesdination of proxies
were correlated with the photoionization rates series constructed fromn #i#hW&EM and TIMED
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data (as in the case of He and Ne) or TIMED data alone (as in the casediod I©), because they
cover a long time interval that spans the solar cycle related variations. ug@gwibe studied time
range contains also the unusual declining phase of SC 23 with a prolangetkep solar minimum,
which introduced many doubts to the EUV data series and rose questions @ietis of instrument
degradation and absolute calibration of most of the EUV proxy seriesGhan et al. 2011; Wieman
et al. 2014; Snow et al. 2014). In the light of these papers, the modetsl lwan the SEM data series
need to be updated to remove the shown inaccuracies in the data setsofgierpkation is the most
effective ionization process for He and we revised the composite model fosglEes describing
the results in Sokét & Bzowski (2014). The revision of the model for #maaining species will be a
subject of the future work.

3.3.1.7 Updated model of photoionization rates for ISN He

Wieman et al. (2014) reported about an important correction needed BQRECELIAS/SEM
data, identified based on a comparison with the measurements fraauté/ariability Experiment
(EVE) instrument on-board tHeolar Dynamics Observatof$DO) mission (Woods et al. 2012). The
irradiance values measured with the use of these two instrumefasedi by more than the expected
uncertainties of the measurements. In consequence, Wieman et al. (@pfetessed the SEM data
with the use of a new, more accurate response function, obtained frosureazents performed using
SEM clone instrument taken by a sounding-rocket after the SOHO laandra new measured solar
reference spectra. The recalculation of the SEM data reduced the rifeertes with the EVE
measurements from about 20% to less than 5% in the 38 nm band, and from about 35% to
about 15% for irradiances in thel0— 7 nm band, extracted from the SEMLO- 50 nm channel.
However, the new corrected time series were not publicly available in &ptedde time manner and,
in consequence, we were forced to remove the SEM data from the datessdti the construction
of the composite photoionization rate model for He.

Additionally, Snow et al. (2014) reported an improvement in the lglldata from SOLSTICE
experiment. They found that after adjustments to the data from all of the imstits making daily
measurements during the most recent solar minimum to account for instruefésttd, there are still
discrepancies between the various time series. The data from the prinsanyetiof the SOLSTICE
requires a correction factor starting in early 2006 in order to bring it inteexgent with the redundant
SOLSTICE channel and with the other data sets. The discrepancy waasimg in time (see Figure 5
in Snow et al. 2014). The data were corrected and released for thie,gultt unfortunately, the
SORCE has diered also from degraded battery performance, and the last daily regssis of
the Mgllew index from SOLSTICE were taken in July 2013. Because of this, we sadtétom the
LASP composite Mgl time series to the Bremen composite Mgjl time series.

We took into account all the required modifications and constructed a motled photoioniza-
tion rates for He based solely on the TIMED measurements of the solar imcadsad the F10.7 index
time series for the time intervals when TIMED measurements are not availablalsé/@nproved
the procedure to fit the relation between the CR averaged time series oiguliwation rates and the
F10.7 index data. We introduced a division into sectors and fit the powetidm to the averages
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for the sectors weighing by the standard deviation of the data inside the. 38etsectored the data
sets because of nonuniform distribution of points on the photoionization Fdi@.7 scatter plot (see
Figure 1 in Sokét & Bzowski (2014)). Such an uneven distribution afifgoalong the correlation line
may bias the fitted function. The sectors were defined according to theiqhiatdion rate values,
with an arbitrary, but constant step. For details of the model constructidritee results we refer
to Sokot & Bzowski (2014). The reconstruction of the photoionizatidegdor He, based solely on
F10.7 index, gives rates about 10% higher than the proxy based muagelsed by Bochsler et al.
(2014) and dier up to 15% during solar maximum for the years before TIMED launch amd than
20% in the increasing phase of activity of SC 24 from the photoionizatios prgsented in Paper B2.

However, one should be aware that the reconstruction of the photdionizates based on the
measurements collected after maximum of SC 232000) and during the prolonged minimum
~ 2008 should be performed with a special attention. The reported ch@egesase) in the solar par-
ticle and electromagnetic fluxes since SC 23 overlap with the secular dégradithe instruments
that measure these quantities for a long time period. For example, Didkov§kiean (2014) re-
ported about a 12% decrease of the registered solar irradiancaldahauidell line in the minimum of
SC 2324 in comparison to the minimum of SC/23. Such a decrease is not observed in some other
solar quantities, like F10.7, but seems to exist in the CR averaged seriedth, index from the
Bremen composite series. There exists a still unanswered question ffebeaf a deeper minimum
is a real physical phenomenon related to the changes on the Sun, or isait @i&ct of degradation
of detectors and cross-correlations betwedfedknt instruments. Answering this question will only
be possible in the future and is beyond the scope of this thesis.

3.3.2 Charge exchange with solar wind particles

The second important loss process for the ISN gas inside the heliosghttie charge exchange
with solar wind particles, mostly protons for He, Ne, and O, and also with ghalniécles for He.
The charge exchange for H is extensively discussed in SeCliange Exchangé Paper B1, but
the theory applies to the other species, which are discussed in Paper BitionS 2.2 and A.3.
In our study we are interested solely in the charge exchange reaction supleesonic solar wind,
where the ISN gas atoms or ENAs created from the ISN gas interact withv@ial protons or alpha
particles. If the ion encounters an atom at fiisiently small distance, then an electron from the atom
can be captured by the ion, producing an ion, which is picked-up by tlzé toagnetic field, and
an energetic hydrogen atom. The electron transfer can occur whenntlamdbthe atom approach
within ~ 1078 cm from each other and when their potential functions cross, then thgards a
resonant charge exchange reaction. The reaction is consideredfiartieeof the mass center of the
reacting particles and is more probable with an increase of the energgabiore which is inversely
proportional to the impact parameter. In this kind of collision the momenta of tielpa do not
change and thus the particles maintain their trajectories immediately after the cdiiéfime they
are modified by external forces (e.g., the solar gravity force or thentpiferce due to the ambient
magnetic field in the solar wind). As pointed out in Paper B1, the formula to leédcthe charge
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exchange rate can be approximated by a product of the reaction eagmswhich depends on the
relative speed of the substrates, the relative speed of the substratélsealensity of the solar wind
particles, in the case when the kinetic spread of the plasma is small as comtardee plasma flow
velocity, as it is the case in the supersonic solar wind.

In our studies we used the method to assess the losses by charge exddagigped by Bzowski
(2001, 2008) for H and Bzowski et al. (2012) for He. In the calcufetiof the rate of charge exchange
in the supersonic solar wind we employed the model of the evolution of the woldrspeed and
density in time and heliolatitude constructed as a part of this dissertation (Bapdn the case of
H, He, and O the cross sections from Lindsay & Stebbings (2005) vee@, @nd for Ne from Nakai
et al. (1987). As presented in Figure 1 in Paper B2 and in Figure 3.7 ierBdp charge exchange
is a significant ionization reaction for O and H, but it is practically negligibtelie noble gases like
He and Ne. For the noble gases it is at a level df% of the total rate, which is much less than the
uncertainty in the photoionization rate. The charge exchange rate delegatly on the solar wind
density and consequently it features a decrease with the square ddistdace. Additionally, due to
its direct dependance on the solar wind speed and density it features siani&ons with time and
heliolatitude as solar wind does, as illustrated in Figure 1 in Paper S3, wieallemonstrate that the
distribution of ISN O inside the heliosphere can be significanfilgcaed by the latitudinal structure
of the ionization rates. The dependence on solar wind speed is mitigated syyethe dependence of
the reaction cross section, as illustrated in Figure 3.6 in Paper B1 for ta@thisand in Figure A.7
in Paper B2, where the product of the speed and cross section fduthiedsspecies is presented. In
Paper B2, the charge exchange for He, Ne, and O is discussed.

3.3.3 Electron impact ionization

lonization by the impact of solar wind electrons is the third ionization procassidered in our study.
Its significance for the distribution of ISN gas in the heliosphere was pomiedy Ruchski & Fahr
(1989, 1991) and further developed by Bzowski (2008); Bzowesldl. (2008). The electron impact
ionization for H is described in Sectidflectron lonizationin Paper B1 and for He, Ne, and O in
Sections 2.3 and A.2 in Paper B2. In our studies we follow the formula dezelop Bzowski et. al
for H and He, and extend them to the case of Ne and O, as presented emdip in Paper B2.
Electron impact ionization is calculated according the formula given in Equaté in Paper B1
(after Owocki & Scudder 1983), which depends on the energy of mili€nergy distribution of the
electrons in the solar wind, and the cross section for the ionization. Intody sve use the cross
sections given by analytic formulae in Lotz (1967b,a). The cross seamadunction of energy are
illustrated in Figure A.6 in Paper B2. The procedure to calculate the ionizaterdepends on the
solar wind density, which in calculations comes from the solar wind densitgtate) developed in
Paper S1.

Bzowski (2008) developed a model of electron ionization rate for H usiagsurements of elec-
tron distribution function from Ulysses. The distribution function of elecérauth a cool core and a
hot halo populations is approximated by a bi-Maxwellian model, with the abwedafrthe latter in-
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creasing towards increasing heliocentric distances. In general, thialdgstribution function, with
its all three components, core, halo, and strahl, should be approximatethaitappa function, like
discussed in, e.g., Pierrard & Lazar (2010); Yoon et al. (2015)f@uhe case study of the ionization
losses the approximations made by Bzowski (2008) affecsant. The model of radial dependence of
electron impact ionization rate was developed using the assumption of quasiity to obtain the
electron density. The model values are proportional to solar wind densgywice the alpha particle
content. The Bzowski (2008) model gives formulae to calculate the efeiciqoact separately for the
fast and slow solar wind, and to follow this approach criteria for an unamalig classification of the
solar wind flow as slow or fast are required. For this, however, thavlatge solely about the speed
and density is not ghcient, also other quantities, like the abundance of heavier species steuld b
known (e.g. Thatcher & Muller 2011; Wawrzaszek et al. 2015; Xu &d@sky 2015). In Paper S1
we do not classify unambiguously the solar wind into the fast and slow. &yafad slow we mean
only high and low speed streams. Thus we are not able to distinguish betvesiast and slow solar
wind with the use of the model from Paper S1. Fortunately, the ISN gas atbiob MBEX observes
travel close to the ecliptic plane at a few AU before detection, where the(slviow speed) solar
wind dominates and the approximation of the electron impact ionization in the slawwsimd is
suficient.

Electron ionization plays a significant role in the ionization of He and Ne, fand O it is
almost negligible, as illustrated in Figure 1 in Paper B2 and Figure 3.7 in Pdpét iBeeds special
attention because it does not decrease with the solar distamcé, dike photoionization or charge
exchange do. Figure 2 in Paper B2 compares the radial dependeptexinbn impact ionization
derived from observations with thre?-dependence, the decrease is much faster. It is a consequence
of the distribution function of the electron in the solar wind and its non-adiabatiing with solar
distance. The abundance of the halo population relative to the core wdifielseliocentric distance.
The cooling rates of the two populations are alsibetient and change with solar distance and the
solar wind speed regime (see, e.g., a review given in Issautier 2009).

3.3.4 Survival probabilities

The ionization losses are inversely proportional fi@etive survival probabilities for ISN atoms in-
side the heliosphere. The procedure to calculate the survival probagifieesented in Section 3 in
Paper B2 for the case of ISN gas and in Appendix B in Paper M1 for theaisH ENAS observed by
IBEX (see also Section 6 in this description). The theory of survivababdities for atoms on Kep-
lerian trajectories was presented by Blum & Fahr (1970) and AxfordZ)Lfbr the case of ionization
rates constant in time and decreasing with the square of the solar distadclsequently devel-
oped by Rudiski et al. (2003) for the case of time-dependent ionization rates.rloadculations we
followed the approach proposed by Bzowski & Tarnopolski (200@) Bzowski (2008).

In general, survival probabilities of an atom on a given trajectory betweo selected points
are calculated by integration of the exposure of the atom to ionization alongajleetory inside
the heliosphere (Equations 2 and 3 in Paper B2 and Equation B1 in Papel Mltrajectories of
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atoms are governed by the joint action of solar gravity and, in the casesufl&t, resonant radiation
pressure due to solar Lyman-photons. The total ionization rate was calculated as a sum of the
rates of the relevant ionizing processes. The instantaneous ionizatovarges due to the changes

in the heliocentric distance from the Sun (the spatitéa) and due to the evolution of the ionizing
factors in time (the timeféect). Figure 3 in Paper B2 presents the joint action of these fleats

on the exposition, it is the integrand function for the survival probabilitiethéncase of numerical
calculation with careful tracing of the time and spatial variation of the ionizatidesralong the
trajectory compared to the analytical approach with ionization constant in tichaking down with
squared distance from the Sun.

A further discussion of survival probabilities for H ENA flux obsernsdIBEX is presented in
Section 6, and for ISN He, Ne, and O in Section 4. In the survival foitibaassessment we used the
charge exchange with solar wind protons calculated with the use of thetiewotii the solar wind
heliolatitudinal structure, developed in Paper S1. The photoionizationlaadla impact ionization
rates were calculated following the models described in Paper B1 for HEamer B2 for He, Ne,
and O.

3.3.5 Discussion of uncertainties

Sections 3.2 and 3.4 in Paper B2 present a discussion of the uncertaihtyiohization rate model
and its influence on the calculated survival probabilities. To assess teetaimties of survival prob-
abilities two sources should be considered. First, the uncertainty of thaimmzates. Second, the
uncertainty of the velocity vector of the inflow of ISN gas. The latter one t0bthe scope of this
description, a comprehensive discussion is presented by Bzowski(2042) and Swaczyna et al.
(2015). However, the uncertainty of the ISN flow velocity vectfieets the survival probabilities in
a systematic way, if only the inflow vector does not vary in time. In generak fgreater (smaller)
speed, the exposure to ionization is shorter (longer) and, in consszjube survival probabilities
are higher (smaller), but the change is consistent for all species agpkindent on the phase of solar
activity.

In Section 3.2 in Paper B2 we discuss the uncertainties of survival ipitiitess due to the uncer-
tainties in the ionization rates by derivation of the uncertainties of the exp®s$oiphotoionization,
charge exchange, and electron impact losses. The exposure®eatedaby the uncertainties of the
measurements of the parameters that construct the given ionization ratessWned a normal dis-
tribution of these measurements, which enables us to use the error giopaggproach (Equation 9
in Paper B2). Table 1 in Paper B2 summarizes the relative uncertaintiesavheiers adopted for
the estimates based on the best knowledge we had following the literatureeadddiimentation
released with the data.

There are at least two sources of data uncertainties that should beriakaoccount. The uncer-
tainty related with the measurements of the quantities we use in the calculations imvtiie case of
long time series may bdtacted by a change of the detector sensitivity, or in the case of a series com-
posed from various sources, byffdrent technique of sampling or instrumentétetiences between

60



the detectors. The second uncertainty is the systematic uncertainty relatecctogh sections used
in the calculations and assumed distribution functions (Table 1 in Paper B&3eTare known with a
higher accuracy than the uncertainties of data sets.

In the case when the information of the uncertainties of the data sets we ugecal¢hlation is
not easily available we tried to assess it by the statistical analysis of the timg @ege for the case
of TIMED data at the time when the compaosite photoionization rate model wasgctesl) or by the
comparison of model results with the in-situ measurements, as we did in thef cadaravind speed
and density constructed in Paper S1. In the latter one, we compare the ofgbe model with the
Ulysses data. The comparison showed that tfferdinces for the solar wind speed are up to 10% for
most of the time with increase to 20% during solar maximum or when Ulysses scans the highest
latitudes. For the solar wind density the agreement is worse, abouBR06 or higher during solar
maximum. This is due to the approach we adopt to reconstruct the solar wisdydieom the solar
wind speed, which is only a simplification; see also discussion in Section 3.2.3.

Figure 6 in Paper B2 presents the survival probabilities for ISN He aNé,O due to the indi-
vidual ionization processes and the totfieet together with the assessed uncertainty ranges. For ISN
He and Ne the estimated uncertainty is about-12D%, but for ISN O it is higher, up to 50%, and
it does not vary significantly with the solar cycle. Figure 7 presents the latolu of the survival
probabilities for the ratios Nele, QHe, and N¢O together with the uncertainty range, in the case
of O/He, the survival probability ratio is the much uncertain during the solar minirmadrcan vary
from about 0.03 to 0.07.

The method to calculate the uncertainty of survival probabilities presenteapier B2 is simpli-
fied and can be use to assess only the order of magnitude of the uncefAaimiigh thorough study
is required to correctly assess all sources of uncertainties and thieitivaiin the solar cycle. Such
an assessment of the uncertainties should be scope of future works.

61



3.4 Outline of applications

The model developed and described in Paper S1 is used to calculate ekelngnge ionization rates
for the ISN species presented in Paper B2, Paper S5, Paper S4ajp@id33, and to calculate the
probability of ionization for the H ENAs observed by IBEX-Hi that are dissed in Paper M1 and
Paper M2. The model with higher resolution described in Paper S2 hdseantemployed yet for

these purposes for the reasons given in Section 3.2.3.

The solar wind model developed in Paper S1 was implemented in the calculatiom ciiarge
exchange and electron impact ionization rates used to assess the ionizasies &d ISN gas and
ENAs inside the heliosphere. The photoionization rate model describedpaniix A in Paper B2
was used to calculate the losses due to the solar EUV radiation for He, Ned(. In the case
of He, the update model described in Sokét & Bzowski (2014) has beerse since 2014. The
ionization rates are used in the calculation of the survival probability ctiore applied in the analysis
of the ENAs observed by IBEX. The general review of H ENA maps fi®EX is presented by
McComas et al. in Paper M1 and Paper M2. In these papers, in the tigepsppendices B, the
details of the used models are presented. The developed models of théoorizsses are also used
to analyze the ISN gas in the heliosphere. In Paper S3, we study the deinksStyf He, Ne, and O
and their PUls at the Earth’s orbit over the period from the maximum of S® #3% maximum of
SC 24. In Paper S4, the role of ionization rates for the analysis of the Kbbiderved by IBEX-Lo
is discussed.

In addition to the papers that construct the thesis, the composite modeltofgtipation rates for
ISN gas inside the heliosphere was applied in several other stidiewas used by Bzowski et all.
(2012) to study the inflow direction of the ISN He from the first two year$B&X-Lo operation.
Chen et al. (2013) used it to analyze the interstellar He PUIs observa@ByThe long, continuous,
and homogeneous time series of photoionization rate for He were used avibw of investigations
of ISN He flow since the space age, presented by Frisch et al. (2013).Zisher et al. (2016) used
the ISN He densities and ionization rates to assess the production rate aflslenRhe search for
plasma waves produced by PUIs in the data from ACE.

The model of the evolution of the solar wind structure and the photoionizaienodel were
applied to the calculation of the ionization losses inside the heliosphere. Tppyrs the study by
Galli et al. (2013) of the H ENAs from ASPERA-3 and ASPERA-4 experitaeon the planetary
missions Mars- and Venus-Express, respectively. Katushkina 23] used the heliolatitudinal
structure of the solar wind speed to investigate via modeling the back-sdadt#ae Lymana inten-
sity maps. The total ionization rates were applied by Kubiak et al. (2013Raddguez Moreno et al.
(2013, 2014) to detect the ISN D inside the heliosphere. Saul et aB)2@8&d the ionization rates to
the study of ISN H in the IBEX-Lo observations, whereas, Desai eR@all4) and Schwadron et al.
(2014) used the survival probabilities for H ENAs to study the helioshieif populations and sep-
arate the IBEX ribbon from the globally distributed flux, respectivelydigs et al. (2014) and Galli
et al. (2014, 2016) used them to study the low energy H ENA. FurthegrBovaczyna et al. (2016)

101n this section we discuss only the articles in which Justyna M. Sokét is aitma
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used the heliolatitudinally organized solar wind from Paper S2 to explain #rgedependence of
the IBEX ribbon center.

The ionization rate model was implemented in the study of the ISN gas inside thephelie.
Bzowski et al. (2014) used it to reanalyze the Ulyskgsrstellar Neutral GagGAS) experiment
measurements. The analyzed measurements covered nearly two solafacyttbe large time span
and homogeneity of the ionization model was indispensable in this analysizsBizet al. (2015);
McComas et al. (2015a,b); Mobius et al. (2015a,b); Schwadron é2Gil5]; Swaczyna et al. (2015)
used the ionization rate model to the analysis of the first five years of IB&Xbservations of the
ISN He and retrieval of the physical state of the matter in the LISM in frothefheliosphere. The
model supported also the study by Kubiak et al. (2014); Kubiak et algR6f the Warm Breeze
population of neutral helium inside the heliosphere. The ionization ratdsd@nd O were used to
study of the possible contamination of the Ulysses observations of ISN FeNole and O, analyzed
by Wood et al. (2015), and by Park et al. (2014) and Galli et al. (R@danalyze the observations
of ISN Ne and O by IBEX-Lo. Analysis of survival probabilities was fparlarly important in the
study of N¢O abundance ratio in the Local Interstellar Cloud (LIC) presented by &aal. (2014),
since the original ratio in the unperturbed gas is heavily modified dueffereinces in the survival
probabilities of Ne and O in the heliosphere, as discussed in Paper B2.
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4 |SN He, Ne, and O in Earth’s orbit

The study of ISN He, Ne, and O is one of main subjects of the papers thatragot the thesis.
In Paper B2, the densities, fluxes, survival probabilities, and amoedaof the ISN gas species at
Earth and as observed by IBEX are discussed in detail; in Paper S3ribi#éieeand pick-up ions in
the vicinity of Earth over almost full solar cycle are discussed; and Pagesind Paper S5 present
the modeling of the ISN He observed by IBEX-Lo. In Paper S4, the nevegsion of the Warsaw
Test Particle Model (WTPM), in its current two operational versionsrésented. In Paper S5, we
discuss the perspectives for observing hypothetical departurastii® standard assumptions on the
distribution function of the ISN He gas in the LIC in the case of IBEX obs#wus. In Paper B2, we
also present the significance of the ionization losses and the assumedpafiameters of the ISN
gas in front of the heliosphere on the/eabundance in the LISM based on the measurements made
by IBEX (a detailed discussion of the retrieval of the/@ebundance ratio is presented in Bochsler
et al. (2012) and further developed in Park et al. (2014)).

The WTPM has been developed in Space Research Center PAS sir#iedvith the first
version published by Rueski & Bzowski (1995) and Bzowski et al. (1997). It is a hot modelSN
gas distribution in the heliosphere that follows the approach given by Théb®a8); Fahr (1978);
Wu & Judge (1979). The theoretical basis for the model is describedail aeSection 2 in Paper S4
and in SectioBrief Description of the Physics of the Neutral Interstellar Gas in the Imediosphere
in Paper B1. Subsections 2.1 and 2.2 give a general picture and theifgleubsections discuss in
detail the application to IBEX-Lo observations.

4.1 Densities and survival probabilities

Paper B2 presents in Figure 9 the densities of ISN He, Ne, and O at Battiefportion of the orbit
where the IBEX measurements of ISN gas are collected. The discussi®uiggort of an assessment
of the abundances of the ISN species in front of the heliosphere adé ihsgpresented in Figure 11
there. In Paper S3, we studied the evolution of the ISN gas densitiesreisesm the Earth’s orbit
due to the solar cycle modulation. We do not adjust the model to any spficeatady the signatures
governed just by the ionization inside the heliosphere. The densities in Apdrgpwere calculated
with the use of the hot model of the gas distribution, implemented in WTPM. In tbalations pre-
sented in Paper S3, the solar wind model from Paper S1 was used, gitubth®nization rates were
taken from integration of spectra measured by TIMEEE (e.g., Sokét & Bzowski 2014; Bochsler
et al. 2014). In this paper we discussed the evolution of densities fropetispective of an observer
moving with the Earth around the Sun, i.e., there was a strict correspantetween the calendar
day and ecliptic longitude in the calculation scheme and, additionally, the @vgeaver crossed the
cone at its peak due to the inclination of the inflow direction to the ecliptic plane.

The modulation of the ISN He, Ne, and O densities as observed from thike’'Earbit from
2002 to 2013 is presented in Figures 2 and 3 in Paper S3. Figure 4 {grhsandiferent assumptions
about the ionization rate used in the calculatioffisa the resulting density time series. As an example
species we selected ISN O, because it is the nfistt@d by charge exchange with solar wind protons,
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which varies significantly with latitude and time. Having discussed the role ofitheil éfects in the
formation of the density pattern encountered by Earth, we analyzed th#seng calculated using
the model with all &ects included. We showed that the expected densities of ISN gas at thé&s Ear
orbit are significantly modulated in time due to variations of the ionization rateglthiasolar cycle
(Figures 2, 3, and 6 in Paper S3).

The density of ISN He observed from the Earth’s orbit is almost constemind the Sun, with
a strong increase at the downwind side of the gas flow, where the fgcosire forms due to the
action of solar gravity. In the cone region, the density for He increases éimes. The density for
Ne varies similarly to He only during solar minimum, when ionization losses are smalhdsolar
maximum, as well as the increasing and decreasing phases of solar atttvitiensity time series
for Ne starts to transform at the upwind side into an enhancement, callexbeent. The upwind
crescent is a feature that is the most pronounced structure in the densigetiggof ISN O. It exists
in the ISN O density series independently of the phase of solar activityitidwally, the cone for
density of ISN O is modified so much that during solar maximum the observeargéi Eiay miss
it almost absolutely. Since identical inflow velocity vectors and temperatuees assumed for all
species, the dierent formation of cone and crescent structures in the ISN He, Ne dimdeCseries
may potentially be due to theftitrences in the thernmallk velocity ratio or the dferences in the
ionization intensity. Our analysis suggests it is the latter one that is respofwitiese diferences.

As presented in Figure 4 in Paper S3, the time and latitude depenf@lectiseén the ionization
rates are important, because they significanfilga the density time series. They are responsible for
the modulation of the magnitude and the asymmetries in the crescent and cese f@&tures could
serve as indicators of the ISN gas inflow direction if they could be directhented. However, as
presented in Figures 10 and 11 in Paper S3, the position of the cone qgre@ki$ systematically
shifted with respect to the ISN gas flow axis, whereas for He and Ne itateticalmost precisely
the flow direction. Dfferent conclusions come from the study of derivation of the inflow direction
from the crescent structure. Its peak, derived from fitting a Gausésienion, deviates strongly from
the expected value. The deviations seem to follow the solar cycle, but iry danet way. The study
illustrated in Figure 11 in Paper S3 suggests that this is due to the variability obtigeand crescent
structures due to the modulation of ionization in time and in heliolatitude. Additionallyeadiscuss
in Paper S3, the retrieval of the peak position from the fit of the symmetritibmis not adequate,
because the features, especially, the broad cone, are not symmetauaseef gradients in density
time series.

In Paper B2, we present a study on the variation of the ISN gas abceslanthe heliosphere and
possibilities of their assessment based on supporting values, i.e., $prakabilities or flux ratios.
In Section 3 therein, we first discuss the survival probabilities for tiNed&s inside the heliosphere
under the commonly made assumptions (simplifications) in their calculations, likenegiecting
the variation in time or assuming spherical symmetry of the ionization rates bagsbd m-ecliptic
values.

Figure 3 in Paper B2 illustrates the integrand function for the survivdadsiity for O for two
cases, with and without time dependence of the ionization rates along théepaajiectory inside the
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heliosphere. As clearly visible, the exposure to ionization (Equation 3 iarF2®) can significantly
differ. Figure 5, therein, presents the ratios of the survival probabilitiesileéed analytically and
numerically for He, Ne, and O. This comparison indicates that the analytiotes& of the ionization
losses inside the heliosphere is a good approximation for He and also f@ulNenly during solar
minimum. For the times when the activity increases the simplifications break and nméfjcaiatly
affect the results. The analytic modeling of survival probabilities for O is woeptable, because

it introduces diterences up te- 40%. These conclusions are partially explained by inspection of
Figure 4 in Paper B2, which illustrates the time series of survival probabifiiiesle, Ne, and O
over the solar cycle in the top panel, and the solar cycle variation of its magnitutthe bottom
panel. He is the leastfacted species among the three in question. Its flux can be reduced inside the
heliosphere up to 50% during solar maximum, but this is much less than that ofid\®.aOnly

5% of Ne atoms and less than 3% of O atoms survive the travel to the Eatilt'sTdre amplitude of
modulation of survival probabilities during the solar cycle is the largesDfand Ne, and the smallest
for He. Section 3.2 in Paper B2 presents an assessment of uncertdistiegical probabilities (also

in Section 3.3.5 in this description).

The ratio of survival probabilities for given pairs of species can legl is assess the abundance
of these species in fllerent parts of the heliosphere. If only these abundances are krnidhe tr-
mination shock in the upwind region of the heliosphere, the ratios of suipredabilities enable
assessment of the abundances expected to be measured in the vicinitgohtfor Earth). With the
known ratio of survival probabilities the study can be done in the opposégetibn, it is an assess-
ment of the abundances of given species at the termination shock if thefdlixes is measured
from the vicinity of Earth. The time series of the /Mg, QHe, and NgO abundances are presented
in Figure 7 in Paper B2. The Née and @He survival probability ratios vary with the solar cycle,
being the smallest during solar maximum and the highest during solar minimum. &§@eshrvival
probability ratio does not vary with solar cycle; its variation follows the lomgatehanges in the
in-ecliptic solar wind.

The survival probability ratios depend not only on the variation of the ingigolar factors inside
the heliosphere, but also on the parameters of the flow of the ISN gas teltbepiere. A variation
of survival probabilities as a function of the inflow speed and ecliptic lodgitof the ISN gas is
presented in Figure 8 in Paper B2. The ratios increase with the increasdegitbase in longitude
and increase in speed. A similar study was done for densities and fluxbe 88N gas inside the
heliosphere. Results are presented in Figures 11 and 14 in Paper B2.

The knowledge of the ratio of survival probabilities for the ISN specisglathe heliosphere
enables assessment of the abundances in LIC. Bochsler et al. (#@$2hted such an investigation
based on the fluxes of Ne and O measured by IBEX. We used the mea&i@dux ratio and the
filtration factor in the heliospheric interface from their analysis and studiedthe abundances vary
when the history of ionization rates inside the heliosphere is traced asglyeagsve can do with our
ionization model and when the parameters of the ISN gas flow are varied€ghlts are presented
in Figure 17 in Paper B2. The [¥@ abundance in the LIC is lower than the values found by Bochsler
et al. (2012) and is closer to the value expected on the Sun. In generhlgith abundance increases
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with flow speed and decreases with the increase of the flow longitude. Téte@cent analysis of the
Ne/O abundance based on the measurements of IBEX is presented in Paif2@14). Their study
indicates that the N® ratio is about twice the ratio found by Bochsler et al. (2012), which istdue
a revision of the procedure to extract the/@dlux ratio from the IBEX measurements. The survival
probability analysis in Park et al. (2014) was done using our model of theation rates, following
the insight from Paper B2.

4.2 Pick-upions

The ISN gas that enters the heliosphere is ionized by the solar corpuandlalectromagnetic radi-
ation. AS a result of the ionization process, an interstellar atom loses droalead becomes an ion
that is picked-up by the ambient magnetic field. This way a population of inflerdiJIs is created
inside the heliosphere. PUIs have been observed from the vicinity ¢ Bizuce 1980-ties (Mdbius
et al. 1985). The observed PUI flux is expected to reflect the struofuhe density of the ISN gas
close to the Sun and to serve as indirect indicator of the inflow directioroiserjuence, the PUI
flux has been extensively studied for many years with the use of datavlidous missionsActive
Magnetospheric Particle Tracer ExplorefAMPTE), Ulysses, ACESolar TErrestrial RElations Ob-
servatory(STEREOQ)) to support other studies aimed to determine flow direction of tRegés in
front of the heliosphere (e.g., Mébius et al. 1985; Gloeckler et al. 1G@8ss et al. 1994; Gloeckler
et al. 2004; Mobius et al. 2004; Drews et al. 2012).

The analysis of PUIs measured by STEREO published by Drews et aR)#tdicated that the
ISN gas direction inferred from the cone and crescent may fiereint from that published in other
studies. This encouraged us to check if the observed shift could b doe modulation of the ion-
ization inside the heliosphere. We present and discuss the results inF&apeotentially, the shifts
in the PUI series may be due to either parent density, PUI production rdiettoof them. Thus we
investigated both those hypotheses. The expedtedts in the density series calculated using the full
time and heliolatitude-dependent hot model of ISN gas inside the heliospleeedoviefly presented
in the previous section. Next we looked into the expected PUI producties eand count rates. In
the calculation of the PUI production rate to be measured by an idealizedaietee followed the
approach presented in Raski et al. (2003). The PUI count rate was calculated using the classica
theory of the creation and evolution of the PUI distribution function in the sslad, assuming a
distance-independent solar wind speed, instantaneous pitch angleizatian, and adiabatic cool-
ing of PUIs. Instead of the typically made assumption of a zero injection sgd&dlIs relative to the
Sun, we assumed that their injection speed is equal to the local radial centpirthe ISN gas bulk
velocity, characteristic for the heliocentric distance and ecliptic longitudeeoinjection location.
We analyzed the evolution of the radial component of ISN He along the 'Eanthit (Figure 7 in
Paper S3) and modifications of the PUI distribution function due to the finitetiojespeed. This
latter efect was first discussed by Mobius et al. (1999). The derivation oPtheproduction rate
and the PUI count rate under these assumptions is given in Equations GarttlAppendix A in
Paper S3.
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Our results show that the longitudinal series of PUI production rates gemieral similar to those
of density series, whereas the PUI count rates miigrdWhile a two-peak structure of both the PUI
production rate and the expected PUI count rate is evident for Ne anittOhroad maxima upwind
(the crescent) and narrow peak downwind (the cone), the upwindestess absent for He. This
upwind structure is visible only in count rate, which is proportional to theepcgl\of the PUI speed
in the integrand (Equation 7 in Paper S3, compare with the definitions of the fieqiations 6). The
integration of the PUI distribution function leads to the creation of the crésce¢he He PUI count
rates.

It could be expected that the longitudes of the measured cone andrirgsaks will indicate the
downwind and upwind longitudes of the ISN gas flow in the heliosphere p&ak& positions derived
from the cones and crescents observed by a stationary spacedtadt Barth’s orbit presented in
Figure 10, for the case of ISN density and PUI production rate, and uré&igyl, for the case of the
PUI count rates, indicate that there are expected shifts. They are doe $olar cycle modulation.
The shifts are the smallest for He, the biggest for O. Results obtainedgfaoties are closer to the
expected value than for the crescents. The peak positions for the diosvoone indicate a year-to-
year variation and are scattered around the expected value for thefddeeand Ne, and feature a
systematic downward trend for O. The inflow direction derived from tleseant is less accurate and
shows a solar cycle variation for Ne and O. Th&atences can be as much as a few degrees. The
average value of the shifts over the solar cycle does not averagetdeeause of a downward trend
in the ionization rate superimposed on the solar cycle variation. Additionallyristady we do not
reach the peak of SC 24, and we could not find out if the downward tnehé inferred flow direction
for the crescent would stop. The shifts of the crescent are mostly due twtirtbalanced temporal
trends in the global ionization rate during the calculation interval, and theishife cone is due to
the departure of the charge exchange and electron impact ionizatiomaatespherical symmetry,
which is most prominent for O, but weaklyfacts Ne and He.
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5 ISN He in Earth’s orbit: perspectives

The group in the_aboratory for Solar System Physics and Astrophysi&RC PAS has been studing
the ISN gas since 1990-ties, as already mentioned in Section 4. The team Macke] Bzowski
participates actively in the analysis of the ISN He observed by the IBEXdtector (e.g. Bzowski
et al. 2012; Bzowski et al. 2015). The study revealed that in additionecexipected signal from
the so-called primary population of ISN He IBEX measures also a statistically significant signal,
which very likely is the secondary population of the ISN'Halubbed the Warm Breeze by (Kubiak
et al. 2014; Kubiak et al. 2016). The finding of an additional signal ei8N He gas and the studies
by Galli et al. (2014) and Fuselier et al. (2014) about the unexplaimetiground in IBEX data
encouraged us to look closer into the expected full sky distribution of thed&s, observed by
IBEX. The results are presented in Paper S5 and in an extended vefslun studies which were
presented at the American Geophysical Union (AGU) Fall Meeting 2015dkpt et al. (2015a). In
the research we used the analytic version of the WTPM software. Tldafuentals of the WTPM,
as well as a description of its two operational versions, analytic (aWTmRhamerical ("WTPM),
together with the discussion of the adjustment to the IBEX instrumentation andisgrmgeometry,
are extensively presented in Paper S4.

The aWTPM software is implemented in tielfram Research Mathematica computional
package and can be used on a personal computer. It follows thegrarafithe hot model of the gas
distribution in the heliosphere, but without tracking of the history of ionizasilmmg the particle tra-
jectory inside the heliosphere. Such an approach is justified in the modeligdl éfe because it does
not bias the results significantly, as discussed in Paper B2 and illustratagline 5 there. Addition-
ally, we were interested in a qualitative, not quantitative study of the ISN &lderthe heliosphere,
and the fine scaleffects could be neglected. In the research we focused on two aspestly, Rie
checked whether the unexplained background and elevated wings i8Xhidé observations made
by IBEX could be a result of the distributed flux of the ISN gas inside the figiere. Secondly,
we checked if it is possible that the observed signal interpreted as tha Bfeze, modeled by
using the source function given by the Maxwell-Boltzmann velocity distributimrction, is not in
fact a signature of the non-thermal distribution function of the ISN He in 1k given by the kappa
function. This would drastically change the physical interpretation of then/®xeeze and reveal the
presence of departures of the ISN gas in the LIC from thermal equilibi@onsequently, we also
studied the possibilities to detect the departures from the standard assunaitoan the distribution
of the ISN He in the heliosphere in the IBEX data. As our results show, teergational signatures
from such departures in the gas distribution are weak and IBEX is likelgloletto provide definite
answers, because of the lack of required signal to noise ratio anddmetize relevant parts of the
signal are contaminated by the magnetosphere.

In Paper S5, we constructed full sky maps of the ISN He as seen by-IREHHr various assump-

'The particles of interstellar gas that entered the heliosphere unpertwyltied heliospheric boundary region.
2The secondary population of ISN gas is composed of former interstetiarthat have been neutralized via charge

exchange in the outer heliosheath. We follow the nomenclature propgdgaranov et al. (1998).
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tions about the distribution function of the gas in the source region and #rgyesensitivity of the
instrument. Figure 2 there presents the ISN He flux given by the Maxwell{Bahn distribution at
the source as it would be seen by the detector at rest. Two peaks, tdadlexbfall and spring, are
clearly visible. Figure 5 presents the same case, but for the real deteotiditions, it is with the
spacecraft motion taken into account. The motion of the detector with respibet flow strongly re-
duces the fall peak and enhances the spring peak, the one that is irled tiee inflow parameters in
the primary analysis of ISN He (Bzowski et al. 2012; M6bius et al. 2@Zwski et al. 2015; Mobius
et al. 2015a,b; Schwadron et al. 2015). Figure 7 extends the casanped in Figure 5 and presents
the map of the ISN gas given by two populations, the primary population antfdh@a Breeze. Now,
the signal features a bright and narrow peak around IBEX orbit 84aamneak and broad fore-tail at
the preceding orbits. Figures 6 and 8 in Paper S5 illustrate the maps of thi¢e §is modeled using
the kappa distribution function in the LIC withftierent reference speeds (Livadiotis & McComas
2009, 2011, 2013). The pictures are similar, biifediin detail, especially for the region of fall peak
and after the spring peak.

The map presented in Figure 9 in Paper S5 illustrates the observationsarpaign of obser-
vation of the ISN He gas is limited to nearly three months during a year. Thel ssgstaong in the
ram hemisphere and blank in the anti-ram hemisphere. Additionally, thereigghdackground in
the energy band 2 (1938 eV), which has been used in the analysis of ISN He. Figures 12 aimd 13
the paper present the simulations of the global ISN He signal givenffgret distribution functions
in the LIC adjusted to the energy band of the observations. The modeletustis are closest to
the observations for the case of a signal given by the sum of the prinogylagion and the Warm
Breeze, both given by separate Maxwell-Boltzmann functions in the LH@.map given by kappa
distribution function in the LIC dters for the post-peak orbits and predicts that the signal should be
higher there. These findings confirm the results of the preliminary studg imagubiak et al. (2014)
that the signal detected in the pre-peak orbits is very likely a secondanygimn of the ISN gas.
However, the post-peak signal, which is still challenging to interpret, candgignature of the non-
thermal gas distribution in the LIC. A more thorough study of the post-petkatal a more careful
searching for the parameters of the kappa function is required.

Modeling of the ISN related signal observed by IBEX-Lo away from tbakowas utilized to asses
the low-energy threshold in the IBEX-Lo sensitivity to the He atoms. This eleofehe instrument
calibration could not be done on ground before launch. We focusedeoregion of the sky where
the fall peak of ISN He would be visible in the absence of the sensitivity liloids This region
was chosen because the kinetic energy of ISN atoms impinging on the degettierlowest. We
calculated the expected signal assuming that it comes up due to the primakel@Nd the Warm
Breeze populations, and that the energy sensitivity of the IBEX-Lo isrgby the step located at a
number of energies. Theftirences between the expected signals fiedint values of the energy
threshold are illustrated in Figures 7, 10, 12, and 14 in Paper S5, assaelFegure 9 in Galli et al.
(2015).

Based on a comparison of these model results with observations, Galli(20&b) found that
the energy threshold in the IBEX-Lo sensitivity definitely exists, and the i@mergy threshold for

70



He sputtering H lies between 25 and 30 eV. At this phase of researcimniothe determined more
precisely, because the more quantitative calculations depend on the dadttffiiey parameters of
ISN He and Warm Breeze. Nevertheless, the assessment of the #grtbiteshold was important in
the determination of the Warm Breeze speed, temperature, and relatsieydebtained by Kubiak
et al. (2016). They found that the Warm Breeze parameters may bisetrs this threshold and
accordingly selected a subset of the data that, according to the modelfogypeat in Paper S5, are
most likely insensitive to the sensitivity threshold value.

Studies of signals due to departures from the standard assumption abtbiNtgas in the LISM
will be continued. We plan to determine the most promising goals for the study vethst of the
specification of the coming interstellar mission, a successor of IBEXntleestellar Mapping and
Acceleration ProbgIMAP) 13,

BIMAP is planned to be the next Solar Terrestrial Probe mission of NAS&kophysics Division as defined by the
National Research Council (NRC; an arm of the United States Nationalekaizs) “The 2013-2022 Decadal Survey for
Solar and Space Physics (Heliophysics)”.
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6 Modulation of H ENA flux

The H ENAs observed by IBEX are created due to charge excharigedre the ISN H and ions
in the heliosheath. Only the IBEX ribbon ENAs likely originate beyond the halisp. The parent
population of ENAs is the interstellar gas that pass the heliosphere, andsaequence, ENAs can be
used as tracers of the processes and physical state of the matter in tiregiotes of the heliosphere
(i.e., outward of the termination shock). The significance of ENAs for thatysbéithe heliosphere and
it interaction with the LISM was discusses by, e.g., Gruntman (1997); Gruméinal. (2001) and in
McComas et al. (2004); Fahr et al. (2007); McComas (2009), wherprésparation for the first ded-
icated heliospheric ENA imager, IBEX, are described. Some other institsnike lon and Neutral
Camera(INCA) onboard Cassini (e.g. Krimigis et al. 2009) ldigh-Energy Suprathermal Time-of-
Flight (HSTOF) sensor of the CELIAS experiment on SOHO (e.g. Hsieh et 84;20zechowski
et al. 2005; Hilchenbach et al. 2006) or tAealyzer of Space Plasmas and Energetic At¢As-
PERA) experiment on the Mars and Venus Express missions (e.g., Gdlli2&8) also observed
ENAs from the outer regions of the heliosphere, but their limited spatial ampldeal coverage of the
sky or their specific energy range make them less suitable for systematiesstdidhe heliosphere
and its boundaries.

Paper M1 and Paper M2 present a summary of H ENA observation mad@B®) dver the
first three and five years, respectively. An important part of the aisabf the observed fluxes is the
correction for the ionization losses, which enables to deconvolve the ihsldesphere fects and
infer the information about the ENA source region. The correction ioopsidd by assessment of the
survival probabilities for the atoms inside the termination shock.

The survival probabilities characteristic for individual pixels on the iy map measurements
collected by IBEX are calculated by integration of the ionization probabilitiesnidividual atoms
with the relative energy with respect to the spacecraft taken into accbhatenergy is equal to
the center energy of the given energy step of the instrument in which #extom through the
collimator. The individual contributions are weighted by the collimator transnridsiaction for the
given dfset angle from the instrument boresight. Details such as transforminglteityeector in
the reference frame of the moving spacecraft to the heliocentric franagldressed similarly as it is
described for the case of integration of the ISN signal in Paper S4 (ge&tign B7 in Paper M1).
Ultimately, all details such as the spacecraft motion, orientation of the FOweest position in
the heliocentric frame, are taken in to account. In the last stepfiibetige survival probability for a
given pixel at a given orbit is averaged over the duration of the @haen time for this orbit.

The heliolatitudinal structure of the solar wind is essential in the assessiidriENA survival
probabilities adopted to correct the full sky maps observed by IBEX. mikgnitude of survival
probabilities in the ecliptic plane follow the in-ecliptic changes of the solar wirttitns changes
very little on a multi-year timescale. It is because, during the IBEX operatiog-term changes
were practically absent in the equatorial solar wind, like those presentédune 35 in Paper M1.
Figure 37 there illustrates the variation of in-ecliptic survival probabilitieshenCR-averaged and
yearly time scales since the beginning of the mission. Long time trends areasenpr The situation
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is different for the polar lines of sight, which show a systematic decrease in time0mglfor the
north hemisphere and until 2013 for the south hemisphere. Afterwarduthieval probabilities start
to increase, as illustrated in Figure 33 (and in Figure 6) in Paper M2. Téreake and subsequent
increase is present for all energies. They are related to the changegiotial solar wind structure,
which varies with the cycle of solar activity. The increase of solar activithésecond half of 2009
resulted in an expansion of the slow and variable equatorial solar wind herhiigliolatitudes. The
expansion was north—south asymmetric, being faster in the north hemispheiia the south. The
variation of survival probabilities traces the variation of solar activity ainmosnediately because
most of the ENA losses due to ionization occur within the last few weeks or mdrgfore the
detection.

In Appendix B in Paper M1 we discuss the systemafiiecs and the evolution of survival prob-
abilities with time in the case of IBEX observations. Figure 39 therein illustratespetra of the
effective survival probabilities of H ENA for the LOS toward the north andtBcecliptic poles and
in the ram and anti-ram directions, as well as the ratios of these spectaLfVival probabilities
increase with the increasing H ENA energy in the solar inertial frame. Theeliptic spectra vary
very little with time, which is due to relatively small changes in the ionization rate indoeterial
band. The dterences in time for polar spectra are much more pronounced and aretdae#piation
of the heliolatitudinal structure of the solar wind speed and density with thesaike.

Figure 39 in Paper M1 illustrates the importance of accurate correcting rigraiion losses.
Inaccuracies in survival probabilities are directly conveyed into in@ies of the spectral indices of
ENAs, derived from IBEX measurements. The evolution of those spéutliaes with time and their
variation with the location in the sky provide important information on the pr@sesperating in the
ENA source region and have been studied in many papers, e.g., in addifiapgoM1 and Paper M2,
by Dayeh et al. (2011); Dayeh et al. (2012, 2014); Desai et aLApMesai et al. (2014); Desai et al.
(2015); Fuselier et al. (2012, 2014); Galli et al. (2016), and alsGali et al. (2013) for pre-IBEX
ENA observations from Mars and Venus Express. The question ofotfinciously monitored ENA
fluxes observed towards the north and south ecliptic poles, where thessrobabilites are needed
on one hand to address the temporal changes at the highest availahldoasand on the other hand
the northisouth asymmetries must be compensated for, were studied by Allegrini 20&R)(and
Reisenfeld et al. (2012, 2016).

Figure 40 in Paper M1 presents the meridian cuts of the H ENA survivdlgmibty structure
for first three years of IBEX observations. The north-soutfiedences, as well as the annual ram
vs. anti-ram variations are clearly visible. This confirm that a careftidection for the ionization
losses is needed, especially for lower energies, when the global sérwdttl ENA flux is studied.
Figures 8 and 9 and Figures 10 and 11 in Paper M1 shows full sky mépes sidirvival probabilities of
H ENA calculated for IBEX-Hi and IBEX-Lo, respectively. Comparisafithe ENA flux maps before
and after the correction for survival probabilities enables to assesadbdication of the observed
signal due to inside-heliosphere processes. Figures 12, 13, andréthttprovide the individual and
combined sky maps with the ionization losses correction applied equivalemgucek 5, 6, and 7
before the correction. Figures with the fluxed corrected for the ionizdtisses illustrate the ENA
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flux in the heliosheath where they are expected to create.

The latitudinal structure of the solar wind is also suspected to be respofmile variation of
the flux along the IBEX ribbon. The ribbon is a region of enhanced ENA&onsf unknown origin
(McComas et al. 2009a). Before IBEX launch the models did not prediekestence of such a struc-
ture, while after its discovery many conceptions on its origin have be des@l@pbrief summary is
given in McComas et al. (2010, 2014b). The intensity of the flux alongilthen varies with energies
and in time, thus the hypothesis that it is organized by solar wind was raiskttGpmas et al. in
Paper M1, as illustrated in Figures 29 and 30 there. The ribbon ENAseaig=d mostly beyond the
heliopause where the creation of the distributed flux ENA is unlikely. Theection for ionization
losses for the ribbon ENAs are calculated identically as those for the distilfiux, since it is ex-
pected that losses within the inner heliosheath are negligible in comparison witinthation losses
that ENAs stfer inside the termination shock.

A realistic model for charge exchange rate between ISN H and solar windns is also impor-
tant for the production of neutral solar wind (NSW). NSW are formerrseiad protons that have
exchanged charge with ISN H and are running away from the Sun al@distly, having energies
identical to those of their parent protons. It is suspected that they apatbat population of ENAs
in the secondary ENA emission mechanism, postulated to be responsible ¢oeditien of the IBEX
ribbon (McComas et al. 2009a; Schwadron et al. 2009; Heerikhuisein2010; Md6bius et al. 2013,
Schwadron & McComas 2013; Isenberg 2014). The evolution of the sahal structure according
to Paper S2 was used by Swaczyna et al. (2016) to model the variatioa BHEX ribbon center
with energy. This analysis brought the conclusion that the secondafydaission from the region
where interstellar magnetic field draped in the outer heliosheath and is pgenplan to the IBEX
line of sight, is the most plausible explanation for the ribbon. The importaneeairate reproduc-
tion of the solar wind structure is illustrated by the fact that earlier attempts keegrikhuisen et al.
2014, Zirnstein et al. 2015, 2016a,b), which neglected tiiexe were unsuccessful in explaining the
dependence of the ribbon center positions on energy.
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7 Summary

Solar activity results in modulation of the latitudinal structure of the solar wirdliartemporal
variations of the solar EUV flux on time scales of decade and shorter. dlais autput modulates
the heliosphere as a whole as well as various populations of heliosplagtigs, both neutral and
charged. Studying the heliosphere requires taking these variations aaordc

Based on available long-term measurements of solar wind and the solardeli#¥on, direct and
indirect, ground-base and space-born, we compiled a model of thetiemotd solar wind and the
solar EUV flux in the waveband responsible for ionization of H, He, Nd,@nspanning almost three
past solar cycles. Within those, we developed a homogeneous systeltutategthe ionization rates
of the aforementioned species in the heliosphere and harnessed it item ®sbling calculating
survival probabilities of neutral H, He, Ne, and O traveling in the sup@cssolar wind with arbitrary
energies from a few eV up te 6 keV.

Based on this model of the modulating factors, we modified the WTPM softwateptioy the
newly-developed system to calculate the ionization rates and surviVadlpitities on one hand, and
to adjust one of the versions of the model for the model of interpretatioir@ftdneasurements of
ISN gas on the other hand. The latter version of WTPM was used to dksesmsergy threshold of the
IBEX-Lo sensor, and, more importantly, to investigate the signal from theifays of the distribution
function of ISN He in the LIC, as well as its possible departures from thewéd-Boltzmann form,
i.e., hypothetical departures from thermal equilibrium. This was done byisexpected signal
on IBEX due to kappa distribution function in the LIC, with various values efplarameter kappa,
which describes the departures of the distribution form thermal equilibriuencé¥cluded that the
currently adopted interpretation of the IBEX observations of ISN He, withgeparate components
(the primary and the secondary heliospheric populations) is more plausablé hypothesis of just
one ISN He population, kappa-distributed. However, it cannot be é¢dhat the primary ISN He
population deviates from thermodynamic equilibrium in the LIC. We identifiedgg®ns in the sky
where the signatures of such deviations should be visible, howeverathey regions of relatively
low signal to noise values in the available IBEX measurements.

Using the model of ionization rates and survival probabilities, we havelleaéx related correc-
tions for all maps of H ENAs, observed by IBEX so far, which facilitate Esdf the ENA flux
distribution and spectra in the sky. Based on the newly developed modeiipimn rates and the
updated WTPM code, we studied the evolution of density distribution of ISNNde and O inside
the Earth’s orbit from the Sun. We investigated the ionization losses of Hpesées between the ter-
mination shock and various locations along the Earth’s orbit and determiaedrtization-induced
change in relative abundances of ISN He, Ne, and O. We used thésates, along with available
analysis of IBEX-Lo measurements, to determine thdHdéeQ'He, and N¢gO abundances in the outer
heliosphere and in the LIC.

With the newly calculated densities and bulk velocities of ISN He, Ne, and @danaide Earth’s
orbit, we studied the evolution of the PUI production rate during the solde eyong the Earth’s orbit,
as well as the PUI count rate for these species, expected to be melagareiiealized spacecraft. For
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the first time, we calculated the PUI production rates using the full time- anddtéliole dependent
model of ISN gas densities for the heavy species, as well as the PUI diigtrifunction computed
with the finite PUI injection speed taken into account; up to now, this speedsgasnad to be zero
relative to the Sun. We studied the expecteffledences among the three species, which are almost
solely due to the dierences in the ionization rate. We found importafiiedlences among the species
and their evolution during the solar cycle. We also investigated hypothetistdrsatic bias in the
determination of ISN inflow velocity direction, obtained from analysis of theaver of PUI count
rates, measured by spacecraft orbiting the Sun at AU. This method was used in the past and
brought an estimate thatftkred from results obtained usingff@rent methods by a few degrees,
which is a relatively large discrepancy. We found that the likely reasothfe systematic ffect may
be the solar cycle-scale evolution of the PUIs, which is mostly due to the tehgwbaa cycle-scale
variation in the densities of the parent ISN species and the ionization lossgs InAU. In the case
of ISN O, particularly important in this context is the heliolatitudinal structurthefcharge exchange
ionization rate. This latter factor seems to be responsible for the bias in thendwetd longitude of
inflow of ISN gas.

Results of the above-mentioned applications of our model of the heliosphedualation factors,
as well as results of the application of this model by other researchelyy brentioned in Section 3.4,
suggests, that the modulation of heliospheric neutral species and theatisterpopulations due to
variations in solar activity is significant. We have developed the methodoldgiéat into account in
the theoretical studies of the heliosphere as well as in the interpretatiohasgteric measurements
and demonstrated that the accuracy of the conclusions is significanthasectén comparison with
attempts where this modulation is neglected.
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8 Outlook

As one of the results of the study that construct this PhD thesis, a mode ofdtulation of the ISN
species inside the heliosphere was developed. It was used with sirceessde range of research
(Section 3.4). However, we realize that a lot of work awaits to be donep@urity is to make the
high resolution model of the solar wind speed and density structure fullsatipeal, to replace the
model described in Paper S1 by the model developed in Paper S2. Adiilitiereaplan to develop
a procedure to extrapolate the solar wind structure for short time scalearth due to the almost
one-year delay in retrieval of solar wind speed data from IPS obi@nga\We will also monitor the
development of the analysis of the IPS and EUV flux observations. Fartiie, we want to develop
our study of the signals from the ISN gas inside the heliosphere, with aaspdtention paid to
hypothetical anisotropies in the gas distribution from the thermal equilibriumersdiurce region.
Additionally, with the aWTPM software, we have a tool to extensively studydtb&ibution of ISN
gas inside the heliosphere without the need to use an advanced computaonaces. Thus it is
a great opportunity to do a reconnaissance for the study of the distriboftible 58.4 nm and H
Lyman- helioglow inside the heliosphere.
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